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## 1 ExERCISE 1

### 1.1 PROBLEM

Let $u \in \mathbb{R}$ and $n \in \mathbb{N}$. Prove that

$$
\begin{equation*}
\sum_{i=0}^{n}\binom{2 i-u}{i}\binom{2(n-i)+u}{n-i}=4^{n} \tag{1}
\end{equation*}
$$

### 1.2 REMARK

For $u=0$, this simplifies to

$$
\begin{equation*}
\sum_{i=0}^{n}\binom{2 i}{i}\binom{2(n-i)}{n-i}=4^{n} \tag{2}
\end{equation*}
$$

a famous identity which is probably easiest to prove by applying the Chu-Vandermonde identity to $x=-1 / 2$ and $y=-1 / 2$ (see [18f-hw3s, solution to Exercise 3 (b)] or Grinbe15, solution to Exercise 3.23 (a)] for details). But to my knowledge, the more general equality (1) resists this clever trick. Instead, proceed as follows: Rewrite $\binom{2 i-u}{i}$ using upper negation, and rewrite $\binom{2(n-i)+u}{n-i}$ as $\sum_{k=0}^{n-i}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k}$ using Chu-Vandermonde. Then
use trinomial revision to turn $\binom{u-i-1}{i}\binom{u-1-2 i}{n-i-k}$ into $\binom{u-i-1}{n-k}\binom{n-k}{i}$. Does the result remind you of anything?

### 1.3 Solution

The exercise is the main result of the preprint DuaOli13 by Duarte and de Oliveira; the following solution is taken (essentially unchanged) from this preprint.

Forget that we fixed $u$ and $n$. Let us state a few lemmas first. We begin with the trinomial revision formula ([Math222, Proposition 1.3.35]):

Proposition 1.1 (Trinomial revision formula). Let $n, a, b \in \mathbb{R}$. Then,

$$
\binom{n}{a}\binom{a}{b}=\binom{n}{b}\binom{n-b}{a-b} .
$$

The next fact is a basic property of binomial coefficients ([Math222, Proposition 1.3.6]):
Proposition 1.2. Let $n \in \mathbb{N}$ and $k \in \mathbb{R}$ be such that $k>n$. Then, $\binom{n}{k}=0$.
Next, we recall the Vandermonde convolution formula ([Math222, Theorem 2.6.1]):
Theorem 1.3 (The Vandermonde convolution, or the Chu-Vandermonde identity). Let $n \in \mathbb{N}$ and $x, y \in \mathbb{R}$. Then,

$$
\begin{align*}
\binom{x+y}{n} & =\sum_{k=0}^{n}\binom{x}{k}\binom{y}{n-k}  \tag{3}\\
& =\sum_{k}\binom{x}{k}\binom{y}{n-k} . \tag{4}
\end{align*}
$$

Here, the summation sign " $\sum_{k}$ " on the right hand side of (4) means a sum over all $k \in \mathbb{Z}$. (We are thus implicitly claiming that this sum over all $k \in \mathbb{Z}$ is well-defined, i.e., that it has only finitely many nonzero addends.)

We will also need the upper negation formula (Math222, Proposition 1.3.7]):
Proposition 1.4 (Upper negation formula). Let $n \in \mathbb{R}$ and $k \in \mathbb{Z}$. Then,

$$
\binom{-n}{k}=(-1)^{k}\binom{n+k-1}{k} .
$$

Furthermore, we shall need the result of [19f-mt1s, Exercise 1]:
Proposition 1.5. Let $n \in \mathbb{N}$. Then,

$$
\sum_{k=0}^{n}\binom{2 n+1}{k}=4^{n}
$$

Finally, we shall use the result of [19f-hw3s, Exercise 6]:
Proposition 1.6. Let $p \in \mathbb{N}$ and $q \in \mathbb{N}$. Then,

$$
\sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\binom{x-i}{q}=\binom{x-p}{q-p} \quad \text { for all } x \in \mathbb{R}
$$

More precisely, we will use the following consequence of this proposition:
Corollary 1.7. Let $p \in \mathbb{N}$. Then,

$$
\sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\binom{x-i}{p}=1 \quad \text { for all } x \in \mathbb{R}
$$

Proof of Corollary 1.7. Proposition 1.6 (applied to $q=p$ ) yields

$$
\begin{aligned}
\sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\binom{x-i}{p} & =\binom{x-p}{p-p}=\binom{x-p}{0} \quad(\text { since } p-p=0) \\
& =1 \quad\left(\text { since }\binom{n}{0}=1 \text { for each } n \in \mathbb{R}\right)
\end{aligned}
$$

This proves Corollary 1.7
Note that Corollary 1.7 is precisely DuaOli13, (2)]. It is also a particular case of [18f-hw3s, Exercise 5] (applied to $j=p, s=1$ and $r=x$ ). (This suggests that [18f-hw3s, Exercise 5] and Proposition 1.6 might have a common generalization; but I have so far been unable to find one.)

Now, let us solve the exercise. Let $u \in \mathbb{R}$ and $n \in \mathbb{N}$. Let $i \in\{0,1, \ldots, n\}$. Proposition 1.4 (applied to $u-2 i$ and $i$ instead of $n$ and $k$ ) yields

$$
\binom{-(u-2 i)}{i}=(-1)^{i}\binom{(u-2 i)+i-1}{i}=(-1)^{i}\binom{u-i-1}{i}
$$

(since $(u-2 i)+i-1=u-i-1)$. In view of $-(u-2 i)=2 i-u$, this rewrites as

$$
\begin{equation*}
\binom{2 i-u}{i}=(-1)^{i}\binom{u-i-1}{i} \tag{5}
\end{equation*}
$$

Furthermore, $i \in\{0,1, \ldots, n\}$, so that $n-i \in\{0,1, \ldots, n\} \subseteq \mathbb{N}$. Hence, (3) (applied to $2 n+1, u-1-2 i$ and $n-i$ instead of $x, y$ and $n)$ yields

$$
\binom{(2 n+1)+(u-1-2 i)}{n-i}=\sum_{k=0}^{n-i}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k} .
$$

In view of $(2 n+1)+(u-1-2 i)=2(n-i)+u$, this rewrites as

$$
\begin{equation*}
\binom{2(n-i)+u}{n-i}=\sum_{k=0}^{n-i}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k} \tag{6}
\end{equation*}
$$

We want to replace the upper bound $n-i$ of this sum by $n$. To do so, we make sure that this does not change the sum: In fact, recall that $n-i \in\{0,1, \ldots, n\}$. Hence, we can
split the sum $\sum_{k=0}^{n}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k}$ at $k=n-i$. We thus obtain

$$
\begin{aligned}
& \sum_{k=0}^{n}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k} \\
& =\sum_{k=0}^{n-i}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k}+\sum_{k=n-i+1}^{n}\binom{2 n+1}{k} \quad \underbrace{\binom{u-1-2 i}{n-i-k}}_{\substack{=0 \\
\text { (by the definition ob binomial ca } \\
\text { since } n-i-k \notin \mathbb{N} \text { (because } k \geq n \\
\text { and thus } n-i-k<0 \text { and thus } n}} \\
& =\sum_{k=0}^{n-i}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k}+\underbrace{\sum_{k=n-i+1}^{n}\binom{2 n+1}{k} 0}_{=0} \\
& =\sum_{k=0}^{n-i}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k} .
\end{aligned}
$$

(by the definition of binomial coefficients, since $n-i-k \notin \mathbb{N}$ (because $k \geq n-i+1>n-i$ and thus $n-i-k<0$ and thus $n-i-k \notin \mathbb{N})$ )

Comparing this with (6), we obtain

$$
\begin{equation*}
\binom{2(n-i)+u}{n-i}=\sum_{k=0}^{n}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k} . \tag{7}
\end{equation*}
$$

Furthermore, for each $k \in \mathbb{Z}$, we have

$$
\begin{align*}
\binom{u-i-1}{n-k}\binom{n-k}{i}= & \binom{u-i-1}{i}\binom{(u-i-1)-i}{(n-k)-i} \\
& \left(\begin{array}{c}
\text { by Proposition } \frac{1.1}{\text { instead of } n, a \text { and } b)} \text { andied to } u-1-k, n-k \text { and } i
\end{array}\right) \\
= & \binom{u-i-1}{i}\binom{u-1-2 i}{n-i-k} \tag{8}
\end{align*}
$$

(since $(u-i-1)-i=u-1-2 i$ and $(n-k)-i=n-i-k)$.

Now,

$$
\begin{align*}
& \binom{2 i-u}{i} \quad \underbrace{\binom{2(n-i)+u}{n-i}} \\
& =\sum_{k=0}^{n}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k} \\
& =\binom{2 i-u}{i} \sum_{k=0}^{n}\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k} \\
& =\sum_{k=0}^{n} \underbrace{\binom{2 i-u}{i}} \quad\binom{2 n+1}{k}\binom{u-1-2 i}{n-i-k} \\
& =(-1)^{i}\binom{u-i-1}{i} \\
& \begin{array}{c}
=\sum_{k=0}^{n}(-1)^{i} \underbrace{\binom{u-i-1}{i}\binom{2 n+1}{k}}\binom{u-1-2 i}{n-i-k} \\
=\binom{n+1}{k}\binom{u-i-1}{i}
\end{array} \\
& \begin{array}{r}
=\sum_{k=0}^{n} \underbrace{(-1)^{i}\binom{2 n+1}{k}}_{\binom{2 n+1}{k}(-1)^{i}} \underbrace{\binom{u-i-1}{i}\binom{u-1-2 i}{n-i-k}}_{=\left(\begin{array}{c}
u-i-1 \\
n-k \\
\text { (by (8)) }
\end{array}\right)\binom{n-k}{i}}
\end{array} \\
& =\sum_{k=0}^{n}\binom{2 n+1}{k}(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i} . \tag{9}
\end{align*}
$$

Now, forget that we fixed $i$. We thus have proved (9) for each $i \in\{0,1, \ldots, n\}$. Now,

$$
\begin{align*}
& \sum_{i=0}^{n} \underbrace{\binom{2 i-u}{i}\binom{2(n-i)+u}{n-i}} \\
& =\sum_{k=0}^{n}\binom{2 n+1}{k} \\
& =\underbrace{\sum_{i=0}^{n} \sum_{k=0}^{n}}_{(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i} .}\binom{2 n+1}{k}(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i} \\
& =\sum_{k=0}^{n} \sum_{i=0}^{n} \underbrace{n}_{i=0} \underbrace{n}_{i}\binom{2 n+1}{k}(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i} \\
& =\binom{2 n+1}{k} \sum_{i=0}^{n}(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i}  \tag{10}\\
& =\sum_{k=0}^{n}\binom{2 n+1}{k} \sum_{i=0}^{n}(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i} .
\end{align*}
$$

Now, fix $k \in\{0,1, \ldots, n\}$. Then, $n-k \in\{0,1, \ldots, n\} \subseteq \mathbb{N}$. Now, we can split the sum $\sum_{i=0}^{n}(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i}$ at $i=n-k$ (since $n-k \in\{0,1, \ldots, n\}$ ). We thus obtain
$\sum_{i=0}^{n}(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i}$
$\begin{aligned}=\sum_{i=0}^{n-k}(-1)^{i} & \underbrace{\binom{u-i-1}{n-k}\binom{n-k}{i}}+\sum_{i=n-k+1}^{n}(-1)^{i}\binom{u-i-1}{n-k}\end{aligned} \underbrace{\binom{n-k}{i}}_{\begin{array}{c}\text { (by Proposition } 1.2 \text {. } \\ \text { applied on } n-k \text { and } i \\ \text { insead of } n \text { and } k \\ \text { (sinct } i \geq n-k+1>n-k))\end{array}}$
$=\sum_{i=0}^{n-k}(-1)^{i}\binom{n-k}{i}\binom{(u-1)-i}{n-k}+\underbrace{\sum_{i=n-k+1}^{n}(-1)^{i}\binom{u-i-1}{n-k}}_{=0}$
$=\sum_{i=0}^{n-k}(-1)^{i}\binom{n-k}{i}\binom{(u-1)-i}{n-k}=1$
(by Corollary 1.7, applied to $p=n-k$ and $x=u-1$ ).
Forget that we fixed $k$. We thus have proved (11) for each $k \in\{0,1, \ldots, n\}$. Hence, (10) becomes

$$
\begin{aligned}
& \sum_{i=0}^{n}\binom{2 i-u}{i}\binom{2(n-i)+u}{n-i} \\
& =\sum_{k=0}^{n}\binom{2 n+1}{k} \underbrace{\sum_{i=0}^{n}(-1)^{i}\binom{u-i-1}{n-k}\binom{n-k}{i}}_{\text {(by }=111)}=\sum_{k=0}^{n}\binom{2 n+1}{k}=4^{n}
\end{aligned}
$$

(by Proposition 1.5). This solves the exercise.

## 2 ExERCISE 2

### 2.1 PROBLEM

Let $S$ be a finite set. Let $X$ and $Y$ be two distinct subsets of $S$. Prove that

$$
\sum_{I \subseteq S}(-1)^{|X \cap I|+|Y \cap I|}=0 .
$$

### 2.2 Remark

This exercise is Proposition 3 from my math.stackexchange post

> https://math.stackexchange.com/a/1361250/

Note that if we set $X=\varnothing$ and $Y=S$, then the claim of the exercise readily simplifies to

$$
\sum_{I \subseteq S}(-1)^{|I|}=0 \quad \text { if } S \neq \varnothing
$$

This is precisely [Math222, Proposition 2.9.10] (except for the trivial case when $S=\varnothing$ ). Thus, the exercise generalizes [Math222, Proposition 2.9.10].

### 2.3 Solution

We notice that the subsets $X$ and $Y$ play symmetric roles in the exercise; i.e., if we swap $X$ with $Y$, then the claim of the exercise does not change (since $|Y \cap I|+|X \cap I|=|X \cap I|+$ $|Y \cap I|)$.

If both statements $X \subseteq Y$ and $Y \subseteq X$ were true, then we would have $X=Y$, which would contradict the assumption that $X$ and $Y$ are distinct. Thus, the statements $X \subseteq Y$ and $Y \subseteq X$ cannot both be true. Hence, at least one of them is false. We WLOG assume that the first one is false (because if the second one is false, then we can simply swap $X$ with $Y \stackrel{1}{1}$, and arrive in a situation where the first one is false). In other words, the statement $X \subseteq Y$ is false. In other words, we have $X \nsubseteq Y$. In other words, there exists some $g \in X$ such that $g \notin Y$. Consider this $g$. Clearly, $g \in X \subseteq S$.

The rest of this solution proceeds very similarly to [Math222, Second proof of Proposition 2.9.10].

Each subset $I$ of $S$ must satisfy either $g \in I$ or $g \notin I$ (but not both at the same time). Hence, we can split the sum $\sum_{I \subseteq S}(-1)^{|X \cap I|+|Y \cap I|}$ as follows:

$$
\begin{equation*}
\sum_{I \subseteq S}(-1)^{|X \cap I|+|Y \cap I|}=\sum_{\substack{I \subseteq S ; \\ g \in I}}(-1)^{|X \cap I|+|Y \cap I|}+\sum_{\substack{I \subseteq S ; \\ g \notin I}}(-1)^{|X \cap I|+|Y \cap I|} . \tag{12}
\end{equation*}
$$

Each subset $J$ of $S$ satisfies $J \cup\{g\} \subseteq S$ (because $g \in S$ ) and $g \in J \cup\{g\}$ (obviously). Thus, the map ${ }^{2}$

$$
\begin{aligned}
\{I \subseteq S \mid g \notin I\} & \rightarrow\{I \subseteq S \mid g \in I\}, \\
J & \mapsto J \cup\{g\}
\end{aligned}
$$

is well-defined. The map

$$
\begin{aligned}
\{I \subseteq S \mid g \in I\} & \rightarrow\{I \subseteq S \mid g \notin I\}, \\
K & \mapsto K \backslash\{g\}
\end{aligned}
$$

is also well-defined. These two maps are mutually inverst ${ }^{3}$, and thus are bijections. Hence, in particular, the map

$$
\begin{aligned}
\{I \subseteq S \mid g \notin I\} & \rightarrow\{I \subseteq S \mid g \in I\}, \\
J & \mapsto J \cup\{g\}
\end{aligned}
$$

[^0]- Every subset $J$ of $S$ satisfying $g \notin J$ must satisfy $(J \cup\{g\}) \backslash\{g\}=J$.
- Every subset $K$ of $S$ satisfying $g \in K$ must satisfy $(K \backslash\{g\}) \cup\{g\}=K$.
is a bijection. Thus, we can substitute $J \cup\{g\}$ for $I$ in the sum $\sum_{\substack{I \subseteq S ; \\ g \in I}}(-1)^{|X \cap I|+|Y \cap I|}$. We thus obtain

$$
\begin{equation*}
\sum_{\substack{I \subseteq S ; \\ g \in I}}(-1)^{|X \cap I|+|Y \cap I|}=\sum_{\substack{J \subseteq S ; \\ g \notin J}}(-1)^{|X \cap(J \cup\{g\})|+|Y \cap(J \cup\{g\})|} . \tag{13}
\end{equation*}
$$

In order to simplify the addends on the right hand side, we will use the following observation:

Observation 1: Let $J$ be a subset of $S$ such that $g \notin J$. Then,

$$
(-1)^{\mid X \cap(J \cup\{g\}|+|Y \cap(J \cup\{g\})|}=-(-1)^{|X \cap J|+|Y \cap J|} .
$$

[Proof of Observation 1: It is well-known (and straightforward to prove) that every three sets $A, B$ and $C$ satisfy

$$
\begin{equation*}
A \cap(B \cup C)=(A \cap B) \cup(A \cap C) \tag{14}
\end{equation*}
$$

(Indeed, this is known as the one of the two distributivity laws for unions and intersections ${ }^{4}$ )
Now, $g \in X$, thus $\{g\} \subseteq X$ and therefore $X \cap\{g\}=\{g\}$. We have $g \notin J$ and thus $g \notin X \cap J$ (because otherwise, we would have $g \in X \cap J \subseteq J$, which would contradict $g \notin J)$. Applying (14) to $A=X, B=J$ and $C=\{g\}$, we obtain

$$
X \cap(J \cup\{g\})=(X \cap J) \cup \underbrace{(X \cap\{g\})}_{=\{g\}}=(X \cap J) \cup\{g\} .
$$

Hence,

$$
\begin{equation*}
|X \cap(J \cup\{g\})|=|(X \cap J) \cup\{g\}|=|X \cap J|+1 \tag{15}
\end{equation*}
$$

(since $g \notin X \cap J)$. On the other hand, the sets $Y$ and $\{g\}$ are disjoint (since $g \notin Y$ ), and therefore $Y \cap\{g\}=\varnothing$. Applying (14) to $A=Y, B=J$ and $C=\{g\}$, we obtain

$$
Y \cap(J \cup\{g\})=(Y \cap J) \cup \underbrace{(Y \cap\{g\})}_{=\varnothing}=(Y \cap J) \cup \varnothing=Y \cap J .
$$

Hence,

$$
|Y \cap(J \cup\{g\})|=|Y \cap J| .
$$

Adding this equality to $\sqrt{15)}$, we obtain

$$
|X \cap(J \cup\{g\})|+|Y \cap(J \cup\{g\})|=(|X \cap J|+1)+|Y \cap J|=(|X \cap J|+|Y \cap J|)+1 .
$$

Hence,

$$
(-1)^{|X \cap(J \cup\{g\})|+|Y \cap(J \cup\{g\})|}=(-1)^{(|X \cap J|+|Y \cap J|)+1}=-(-1)^{|X \cap J|+|Y \cap J|} .
$$

This proves Observation 1.]
Now, (13) becomes

[^1]\[

$$
\begin{align*}
\sum_{\substack{I \subseteq S ; \\
g \in I}}(-1)^{|X \cap I|+|Y \cap I|} & =\sum_{\substack{J \subseteq S ; \\
g \notin J}} \underbrace{(-1)^{|X \cap(J \cup\{g\})|+|Y \cap(J \cup\{g\})|}}_{\substack{=-(-1)^{|X \cap J|+|Y \cap J|} \\
\text { (by Observation 1) }}} \\
& =\sum_{\substack{J \subseteq S ; \\
g \nsubseteq J}}\left(-(-1)^{|X \cap J|+|Y \cap J|}\right)=-\sum_{\substack{J \subseteq S ; \\
g \notin J}}(-1)^{|X \cap J|+|Y \cap J|} \\
& =-\sum_{\substack{I \subseteq S ; \\
g \notin I}}(-1)^{|X \cap I|+|Y \cap I|} \tag{16}
\end{align*}
$$
\]

(here, we have renamed the summation index $J$ as $I$ ).
Now, (12) becomes

$$
\begin{aligned}
\sum_{I \subseteq S}(-1)^{|X \cap I|+|Y \cap I|}= & \underbrace{}_{\substack{I \subseteq S ;}}(-1)^{|X \cap I|+|Y \cap I|}+\sum_{\substack{I \subseteq S ; \\
g \in I}}(-1)^{|X \cap I|+|Y \cap I|}(-1)^{|X \cap I|+|Y \cap I|} \\
& =-I_{\substack{I \subseteq S ; \\
g \notin I}} \text { by } \sqrt{16])} \\
& =-\sum_{\substack{I \subseteq S ; \\
g \nsubseteq I}}(-1)^{|X \cap I|+|Y \cap I|}+\sum_{\substack{I \subseteq S ; \\
g \notin I}}(-1)^{|X \cap I|+|Y \cap I|}=0 .
\end{aligned}
$$

This solves the exercise.

## 3 ExERCISE 3

### 3.1 Problem

A map $f: A \rightarrow B$ between two sets $A$ and $B$ will be called a 2 -surjection if each $b \in B$ satisfies (\# of $a \in A$ satisfying $f(a)=b$ ) $\geq 2$. (That is, if each element of $B$ is taken as a value by $f$ at least twice.)

Let $m, n \in \mathbb{N}$. Find a formula (similar to [Math222, Theorem 2.4.17]) for the $\#$ of 2-surjections from $[m]$ to $[n]$.

### 3.2 Solution SkETCH

We shall use the notations $n^{\underline{k}}$ for lower factorials (as defined in Math222, Definition 2.4.2]) and the notation sur $(m, n)$ for numbers of surjections (as defined in Math222, Definition 2.4.9]).

Now, we claim that

$$
\begin{align*}
& \text { (\# of 2-surjections from [m] to [n]) } \\
& =\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} m^{\underline{k}} \operatorname{sur}(m-k, n-k)  \tag{17}\\
& =\sum_{k=0}^{n}(-1)^{k} k!\binom{n}{k}\binom{m}{k} \operatorname{sur}(m-k, n-k)  \tag{18}\\
& =\sum_{k=0}^{n}(-1)^{k}\binom{m}{k} n^{\underline{k}} \operatorname{sur}(m-k, n-k) . \tag{19}
\end{align*}
$$

(Several other expressions are possible - e.g., we can replace the upper bound $n$ of the summation by $m$ or $\min \{m, n\}$ or $\infty$, because all addends beyond $k=\min \{m, n\}$ are easily seen to be 0 .)

In order to prove these formulas, we will need the following theorem ([Math222, Theorem 2.9.8]):

Theorem 3.1 (Principle of Inclusion and Exclusion (complement form, simplified)). Let $n \in \mathbb{N}$. Let $U$ be a finite set. Let $A_{1}, A_{2}, \ldots, A_{n}$ be $n$ subsets of $U$. Then,

$$
\begin{aligned}
& \left|U \backslash\left(A_{1} \cup A_{2} \cup \cdots \cup A_{n}\right)\right| \\
& =\sum_{I \subseteq[n]}(-1)^{|I|} \mid\left\{s \in U \mid s \in A_{i} \text { for all } i \in I\right\} \mid .
\end{aligned}
$$

Let

$$
U=\{\text { surjections } f:[m] \rightarrow[n]\}
$$

If $f:[m] \rightarrow[n]$ is any map, and $i \in[n]$ is an element, then we say that $f$ takes $i$ only once if (\# of $a \in[m]$ satisfying $f(a)=i$ ) $=1$. The following observation is quite obvious:

Observation 1: A 2-surjection from $[m]$ to $[n]$ is the same thing as a surjection $f:[m] \rightarrow[n]$ for which there exists no $i \in[n]$ such that $f$ takes $i$ only once.

For each $i \in[n]$, we let

$$
A_{i}=\{\text { surjections } f:[m] \rightarrow[n] \mid f \text { takes } i \text { only once }\} .
$$

Hence, $A_{1}, A_{2}, \ldots, A_{n}$ are $n$ subsets of $U$. Furthermore, their definition yields

$$
\begin{aligned}
& U \backslash\left(A_{1} \cup A_{2} \cup \cdots \cup A_{n}\right) \\
& =\{\text { surjections } f:[m] \rightarrow[n] \mid \text { there exists no } i \in[n] \text { such that } f \text { takes } i \text { only once }\} \\
& =\{2 \text {-surjections from }[m] \text { to }[n]\}
\end{aligned}
$$

(by Observation 1). Hence,

$$
\begin{align*}
& \left|U \backslash\left(A_{1} \cup A_{2} \cup \cdots \cup A_{n}\right)\right| \\
& =\mid\{2 \text {-surjections from }[\mathrm{m}] \text { to }[n]\} \mid \\
& =(\# \text { of 2-surjections from }[\mathrm{m}] \text { to }[n]) . \tag{20}
\end{align*}
$$

Now, we claim:

Observation 2: Let $I$ be a subset of $[n]$. Let $k=|I|$. Then,

$$
\mid\left\{s \in U \mid s \in A_{i} \text { for all } i \in I\right\} \mid=m^{\underline{k}} \cdot \operatorname{sur}(m-k, n-k) .
$$

[Proof of Observation 2: Let $i_{1}, i_{2}, \ldots, i_{k}$ be the $k$ elements of $I$ (listed without repetition). Thus, $i_{1}, i_{2}, \ldots, i_{k}$ are distinct and satisfy $I=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$.

The definition of the sets $A_{i}$ easily yields

$$
\begin{aligned}
& \left\{s \in U \mid s \in A_{i} \text { for all } i \in I\right\} \\
& =\{\text { surjections } s:[m] \rightarrow[n] \mid \text { for each } i \in I, \text { the map } s \text { takes } i \text { only once }\} \\
& =\{\text { surjections } f:[m] \rightarrow[n] \mid \text { for each } i \in I \text {, the map } f \text { takes } i \text { only once }\} \\
& =\left\{\text { surjections } f:[m] \rightarrow[n] \mid \text { the map } f \text { takes each of } i_{1}, i_{2}, \ldots, i_{k} \text { only once }\right\}
\end{aligned}
$$

(since $I=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ ). Thus, the elements of $\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$ are the surjections $f:[m] \rightarrow[n]$ that take each of $i_{1}, i_{2}, \ldots, i_{k}$ only once (but may also take other elements of [ $n$ ] only once). Thus, each $f \in\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$ can be constructed by the following method:

- Choose the unique element $a_{1} \in[m]$ that satisfies $f\left(a_{1}\right)=i_{1}$. 5 There are $m$ choices here (since $[m]$ has $m$ elements).
- Choose the unique element $a_{2} \in[m]$ that satisfies $f\left(a_{2}\right)=i_{2}$. ${ }^{6}$ There are $m-1$ choices here (since [ $m$ ] has $m$ elements, but $a_{1}$ has already been used up ${ }^{7}$ ).
- Choose the unique element $a_{3} \in[m]$ that satisfies $f\left(a_{3}\right)=i_{3}$. There are $m-2$ choices here (since $\left[m\right.$ ] has $m$ elements, but the two distinct elements $a_{1}$ and $a_{2}$ have already been used up).
- Choose the unique element $a_{4} \in[m]$ that satisfies $f\left(a_{4}\right)=i_{4}$. There are $m-3$ choices here (since $[m]$ has $m$ elements, but the three distinct elements $a_{1}, a_{2}$ and $a_{3}$ have already been used up).
- And so on, until we have chosen $k$ distinct elements $a_{1}, a_{2}, \ldots, a_{k}$ of $[m]$ that satisfy

$$
f\left(a_{p}\right)=i_{p} \quad \text { for each } p \in[k] .
$$

- Now, choose the values of $f$ on the remaining $m-k$ elements of [ $m$ ] (that is, on the elements of $\left.[m] \backslash\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}\right)$. These values must belong to the $(n-k)$-element set $[n] \backslash I$, and furthermore they must completely cover this latter set (since $f$ should be surjective). Thus, we are really choosing a surjective map from the $(m-k)$-element set $[m] \backslash\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ to the $(n-k)$-element set $[n] \backslash I$. There are sur $(m-k, n-k)$ choices for this (because of Math222, Proposition 2.4.11]).

Thus, the dependent product rule shows that the total \# of $f \in\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$ is

$$
\underbrace{m(m-1)(m-2) \cdots(m-k+1)}_{=m^{\underline{k}}} \cdot \operatorname{sur}(m-k, n-k)=m^{\underline{k}} \cdot \operatorname{sur}(m-k, n-k) .
$$

[^2]In other words, $\mid\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\} \mid=m^{\underline{\underline{k}}} \cdot \operatorname{sur}(m-k, n-k)$. This proves Observation 2.]

Now, (20) yields

$$
\begin{aligned}
& \text { (\# of 2-surjections from }[m] \text { to }[n] \text { ) } \\
& =\left|U \backslash\left(A_{1} \cup A_{2} \cup \cdots \cup A_{n}\right)\right| \\
& =\sum_{I \subseteq[n]}(-1)^{|I|} \mid\left\{s \in U \mid s \in A_{i} \text { for all } i \in I\right\} \mid \quad \text { (by Theorem 3.1) } \\
& =\sum_{k=0}^{n} \sum_{\substack{I \subset[n] ; ; \\
|I|=k \\
(\text { since }|I|=k)}}^{(-1)^{|I|}} \underbrace{\left(-4 s \in U \mid s \in A_{i} \text { for all } i \in I\right\} \mid}_{\begin{array}{c}
=m^{k} \text {.sur }(m-k, n-k) \\
\text { (by Observation 2) }
\end{array}} \\
& \binom{\text { here, we have split the sum according to the value of }|I|,}{\text { since every subset } I \text { of }[n] \text { satisfies }|I| \in\{0,1, \ldots, n\}} \\
& =\sum_{k=0}^{n} \underbrace{\sum_{\substack{I \subset[n] ; \\
|\bar{I}|=k}}(-1)^{k} m^{\underline{k}} \cdot \operatorname{sur}(m-k, n-k)}_{=(\# \text { of subsets } I \text { of }[n] \text { such that }|I|=k) \cdot(-1)^{k} m \cdot k \cdot \operatorname{sur}(m-k, n-k)} \\
& =\sum_{k=0}^{n} \underbrace{(\# \text { of subsets } I \text { of }[n] \text { such that }|I|=k)}_{=(\# \text { of } k \text {-element subsets of }[n])} \cdot(-1)^{k} m^{\underline{k}} \cdot \operatorname{sur}(m-k, n-k) \\
& =\binom{n}{k} \\
& \text { (by Theorem } 4.1 \\
& =\sum_{k=0}^{n}\binom{n}{k} \cdot(-1)^{k} m^{\underline{k}} \cdot \operatorname{sur}(m-k, n-k) \\
& =\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} m^{\underline{k}} \operatorname{sur}(m-k, n-k) \text {. }
\end{aligned}
$$

This proves (17).
Next, we notice that $m^{\underline{k}}=k!\cdot\binom{m}{k}$ for each $k \in \mathbb{N}$ (by Math222, Proposition 2.4.3 (c)]). Thus, the right hand sides of (17) and (18) are equal. Hence, (18) follows from (17).

Next, we notice that $n^{\underline{k}}=k!\cdot\binom{n}{k}$ for each $k \in \mathbb{N}$ (by [Math222, Proposition 2.4.3 (c)]). Thus, the right hand sides of (19) and (18) are equal. Hence, (19) follows from (18).

Thus, all our claims are proved.

### 3.3 REMARK

This problem is easily seen to be equivalent to counting the set partitions of $[m$ ] into $n$ (nonempty) subsets with at least two elements each (see, e.g., Galvin17, §16, "Partitions of a set into blocks with at least two elements each" $\mid$ ). Indeed, if $f:[m] \rightarrow[n]$ is a 2-surjection, then we can set $M_{i}=\{a \in[m] \mid f(a)=i\}$ for each $i \in[n]$, and then $\left\{M_{1}, M_{2}, \ldots, M_{n}\right\}$ is a set partition of $[m]$ into $n$ subsets with at least two elements each. This is not quite a bijection, but each set partition of the latter kind is obtained from exactly $n$ ! many different

2-surjections $f$. Hence,
(\# of 2-surjections from $[m]$ to $[n]$ )
$=n!\cdot(\#$ of set partitions of $[m]$ into $n$ subsets with at least two elements each $)$.
This kind of set partitions are known as rhyme schemes (with no unrhymed lines). See the Wikipedia article for "rhyme schemes" (which gives references for the \# of such set partitions where $n$ is not fixed).

## 4 Exercise 4

### 4.1 PROBLEM

Let $n \in \mathbb{N}$ and $k \in \mathbb{N}$ be such that $n \geq k$.
Let $S_{n}$ denote the set of all permutations of $[n]$. For each permutation $w \in S_{n}$, let Fix $w$ denote the set of all fixed points of $w$ (that is, the set $\{i \in[n] \mid w(i)=i\}$ ).

Prove that

$$
\sum_{w \in S_{n}}\binom{|\operatorname{Fix} w|}{k}=(n-k)!\binom{n}{k}=\frac{n!}{k!} .
$$

### 4.2 Remark

The $k=1$ case of this is saying that $\sum_{w \in S_{n}}|\operatorname{Fix} w|=n$ ! (or, equivalently: a permutation of [ $n$ ] has exactly 1 fixed point on average). This was proved in [17f-hw7s, §0.2, Exercise 2]. That argument may be helpful.

### 4.3 Solution

Forget that we fixed $n$ and $k$.
We shall use the following theorem ([Math222, Theorem 1.3.12]):
Theorem 4.1 (Combinatorial interpretation of the binomial coefficients). Let $n \in \mathbb{N}$ and $k \in \mathbb{R}$. Let $S$ be an $n$-element set. Then,

$$
\binom{n}{k}=(\# \text { of } k \text {-element subsets of } S) .
$$

We will also use the following theorem ([Math222, Theorem 1.3.9]):
Theorem 4.2 (Factorial formula for the binomial coefficients). Let $n \in \mathbb{N}$ and $k \in \mathbb{N}$ be such that $k \leq n$. Then,

$$
\binom{n}{k}=\frac{n!}{k!\cdot(n-k)!} .
$$

Now, let $n \in \mathbb{N}$. Recall the definition of $S_{n}$ given in the exercise.
If $X$ is any set, then we let $S_{X}$ denote the set of all permutations of $X$. Thus, both $S_{n}$ and $S_{[n]}$ stand for the set of all permutations of $[n]$. Hence, $S_{n}=S_{[n]}$.

We shall use the following fact (Math222, Corollary 2.9.16]):

Corollary 4.3. Let $n \in \mathbb{N}$. Let $X$ be an $n$-element set. Let $I$ be a subset of $X$. Then,

$$
\mid\left\{\sigma \in S_{X} \mid \sigma(i)=i \text { for each } i \in I\right\} \mid=(n-|I|)!.
$$

We observe the following simple fact:
Observation 1: Let $w \in S_{n}$ be a permutation. Let $I$ be a subset of $[n]$. Then, we have the logical equivalence

$$
(I \subseteq \operatorname{Fix} w) \Longleftrightarrow(w(i)=i \text { for each } i \in I)
$$

[Proof of Observation 1: For each $i \in I$, we have the following chain of equivalences:

$$
(i \in \operatorname{Fix} w)
$$

$\Longleftrightarrow(i$ is a fixed point of $w) \quad$ (since Fix $w$ is the set of all fixed points of $w$ )
$\Longleftrightarrow(i \in[n]$ and $w(i)=i) \quad$ (by the definition of "fixed point")
$\Longleftrightarrow(w(i)=i)$
(since $i \in[n]$ holds automatically (because $i \in I \subseteq[n]$ )). Now, we have the following chain of equivalences:

$$
\begin{aligned}
(I \subseteq \text { Fix } w) & \Longleftrightarrow(\text { each } i \in I \text { satisfies } i \in \operatorname{Fix} w) \\
& \Longleftrightarrow(\text { each } i \in I \text { satisfies } w(i)=i)
\end{aligned}
$$

(because of the equivalence (21) that holds for each $i \in I$ )
$\Longleftrightarrow(w(i)=i$ for each $i \in I)$.
This proves Observation 1.]
Now, let $k \in \mathbb{N}$ be such that $n \geq k$. Then, Theorem 4.1 (applied to $S=[n]$ ) yields

$$
\begin{equation*}
\binom{n}{k}=(\# \text { of } k \text {-element subsets of }[n]) . \tag{22}
\end{equation*}
$$

Let $w \in S_{n}$. Then, Fix $w \subseteq[n]$. Hence, every subset of Fix $w$ is also a subset of [ $n$ ]. In other words, every subset $I$ of Fix $w$ automatically satisfies $I \subseteq[n]$. Therefore, in particular, the $k$-element subsets $I$ of Fix $w$ such that $I \subseteq[n]$ are simply the $k$-element subsets $I$ of Fix $w$.

But each $k$-element subset $I$ of $[n]$ satisfies either $I \subseteq \operatorname{Fix} w$ or not $I \subseteq \operatorname{Fix} w$ (but not both). Thus, $8^{8}$

$$
\begin{aligned}
& =\sum_{\substack{I \text { is a } k \text {-element } \\
\text { subset of }[n] ; \\
I \subseteq \text { Fix } w}} 1+\sum_{\substack{I \text { is a } k \text {-element } \\
\text { subset of } n \overline{n j]} \\
\text { not } I \subseteq F i x}} 0 \sum_{\substack{I \text { is a } k \text {-element } \\
\text { subset of }[[] ; \\
I \subseteq F i x}} 1 \\
& =(\# \text { of } k \text {-element subsets } I \text { of }[n] \text { such that } I \subseteq \text { Fix } w) \cdot 1 \\
& =(\# \text { of } k \text {-element subsets } I \text { of }[n] \text { such that } I \subseteq \operatorname{Fix} w) \\
& =(\# \text { of } k \text {-element sets } I \text { such that } I \subseteq[n] \text { and } I \subseteq \text { Fix } w) \\
& =(\# \text { of } k \text {-element subsets } I \text { of Fix } w \text { such that } I \subseteq[n]) \\
& =(\# \text { of } k \text {-element subsets } I \text { of } \operatorname{Fix} w)
\end{aligned}
$$

[^3](since the $k$-element subsets $I$ of Fix $w$ such that $I \subseteq[n]$ are simply the $k$-element subsets $I$ of $\operatorname{Fix} w$ ).

But Theorem 4.1 (applied to $\mid$ Fix $w \mid$ and Fix $w$ instead of $n$ and $S$ ) yields

$$
\begin{aligned}
\binom{|\operatorname{Fix} w|}{k} & =(\# \text { of } k \text {-element subsets of Fix } w) \\
& =(\# \text { of } k \text {-element subsets } I \text { of } \operatorname{Fix} w) .
\end{aligned}
$$

Comparing these two equalities, we obtain

$$
\begin{equation*}
\binom{|\operatorname{Fix} w|}{k}=\sum_{\substack{I \text { is a } k \text {-element } \\ \text { subsee of }[n]}}[I \subseteq \operatorname{Fix} w] . \tag{23}
\end{equation*}
$$

Now, forget that we fixed $w$. We thus have proved (23) for each $w \in S_{n}$. Now,

$$
\begin{align*}
& =\sum_{\substack{I \text { is a } k \text {-element } \\
\text { subset of }[n]}} \sum_{w \in S_{n}}[I \subseteq \operatorname{Fix} w] . \tag{24}
\end{align*}
$$

Now, let $I$ be a $k$-element subset of $[n]$. Thus, $|I|=k$ (since $I$ is a $k$-element set). Also,

$$
\begin{aligned}
& \sum_{w \in S_{n}}[I \subseteq \operatorname{Fix} w] \\
& =\sum_{\substack{w \in S_{n} ; \\
I \subseteq \text { Fix } w}} \underbrace{[I \subseteq \operatorname{Fix} w]}_{\substack{(\text { since } \overline{\bar{I}} \subseteq \mathrm{Fix} w)}}+\sum_{\substack{w \in S_{n} ; \\
\text { not } I \subseteq \text { Fix } w}} \underbrace{[I \subseteq \operatorname{Fix} w]}_{\substack{\text { (since we don't have } I \subseteq \text { Fix } w)}}
\end{aligned}
$$

(since each $w \in S_{n}$ satisfies either $I \subseteq \operatorname{Fix} w$ or not $I \subseteq \operatorname{Fix} w$ (but not both))

$$
\begin{equation*}
=\sum_{\substack{w \in S_{n} ; \\ I \subseteq F \text { ix } w}} 1+\underbrace{}_{\substack{w \in S_{n} ; \\ \text { not } I \subseteq F i x \\ \hline}} 0=\sum_{\substack{w \in S_{n} ; \\ I \subseteq F i x}} 1 . \tag{25}
\end{equation*}
$$

But Observation 1 shows that for each $w \in S_{n}$, we have the equivalence ( $I \subseteq$ Fix $\left.w\right) \Longleftrightarrow$ $(w(i)=i$ for each $i \in I)$. Hence, the summation sign " $\sum_{\substack{w \in S_{n} ; \\ I \subseteq \text { Fix } w}}$ " on the right hand side of $(25)$
can be replaced by " $\sum_{\substack{w \in S_{n} ; \\ w(i)=i \\ \text { for each } i \in I}} "$. Hence, 25 rewrites as

$$
\sum_{w \in S_{n}}[I \subseteq \operatorname{Fix} w]=\sum_{\substack{w \in S_{n} ; \\ w(i)=i \text { for each } i \in I}} 1=\sum_{\substack{\sigma \in S_{n} ; \\ \sigma(i)=i \text { for each } \\ i \in I}} 1
$$

(here, we have renamed the summation index $w$ as $\sigma$ )
$=\left(\#\right.$ of $\sigma \in S_{n}$ satisfying $(\sigma(i)=i$ for each $\left.i \in I)\right) \cdot 1$
$=\left(\#\right.$ of $\sigma \in S_{n}$ satisfying $(\sigma(i)=i$ for each $\left.i \in I)\right)$
$=\mid\left\{\sigma \in S_{n} \mid \sigma(i)=i\right.$ for each $\left.i \in I\right\} \mid$
$=\mid\left\{\sigma \in S_{[n]} \mid \sigma(i)=i\right.$ for each $\left.i \in I\right\} \mid \quad$ (since $\left.S_{n}=S_{[n]}\right)$
$=(n-\underbrace{|I|}_{=k})!\quad$ (by Corollary 4.3)

$$
\begin{equation*}
=(n-k)!. \tag{26}
\end{equation*}
$$

Now, forget that we fixed $I$. We thus have proved (26) for each $k$-element subset $I$ of [ $n$ ]. Now, (24) becomes

This solves the exercise.

## 5 ExERCISE 5

### 5.1 Problem

Let $n \in \mathbb{N}$. A permutation $w$ of $[n]$ will be called domino-free if there exists no $i \in[n-1]$ satisfying

$$
w(i)=i+1 \quad \text { and } \quad w(i+1)=i .
$$

Find a formula for the $\#$ of domino-free permutations of $[n]$.

$$
\begin{aligned}
& \sum_{w \in S_{n}}\binom{\mid \text { Fix } w \mid}{ k}=\sum_{\substack{I \text { is a a } k \text {-element } \\
\text { subset of }[n]}} \underbrace{\sum_{w \in S_{n}}[I \subseteq \operatorname{Fix} w]}_{\substack{=(n-k)!\\
(\text { by } \mid 26\})}}=\sum_{\substack{I \text { is a a } k \text {-element } \\
\text { subset of }[n]}}(n-k)! \\
& =\underbrace{(\# \text { of } k \text {-element subsets of }[n])}_{=\binom{n}{k}} \cdot(n-k)!=\binom{n}{k} \cdot(n-k)! \\
& \text { (by }{ }^{22} \text { ) } \\
& =(n-k)!\underbrace{\binom{n}{k}}_{n!} \\
& \text { (by Theorem 4.2) } \\
& =(n-k)!\cdot \frac{n!}{k!\cdot(n-k)!}=\frac{n!}{k!} .
\end{aligned}
$$

### 5.2 SOLUTION SKETCH

We claim that

$$
\begin{align*}
& \text { (\# of domino-free permutations of }[n]) \\
& =\sum_{k=0}^{\lceil(n-1) / 2\rceil}(-1)^{k}\binom{n-k}{k}(n-2 k)!  \tag{27}\\
& =\sum_{k=0}^{\lceil(n-1) / 2\rceil}(-1)^{k} \frac{(n-k)!}{k!} . \tag{28}
\end{align*}
$$

How do we prove this? First, we WLOG assume that $n$ is positive (because for $n=0$, the proof is straightforward). Hence, $n-1 \in \mathbb{N}$.

Now, recall the notion of a lacunar set (as defined in Math222, Definition 1.4.2]). We will use the following fact ( Math222, Proposition 1.4.10]):
Proposition 5.1. Let $n \in \mathbb{Z}$ and $k \in \mathbb{N}$ be such that $k \leq n+1$. Then,

$$
(\# \text { of } k \text {-element lacunar subsets of }[n])=\binom{n+1-k}{k} \text {. }
$$

Applying Proposition 5.1 to $n-1$ instead of $n$, we obtain

$$
\begin{align*}
& \text { (\# of } k \text {-element lacunar subsets of }[n-1] \text { ) } \\
& =\binom{(n-1)+1-k}{k}=\binom{n-k}{k} \tag{29}
\end{align*}
$$

for each $k \in\{0,1, \ldots, n\}$. In particular, this holds for all $k \in\{0,1, \ldots,\lceil(n-1) / 2\rceil\}$ (since it is easy to see that $\lceil(n-1) / 2\rceil \leq n$ and thus $\{0,1, \ldots,\lceil(n-1) / 2\rceil\} \subseteq\{0,1, \ldots, n\})$.

We will also use the following fact ([Math222, Proposition 1.4.6]):
Proposition 5.2. Let $n \in \mathbb{N}$. Then, the largest size of a lacunar subset of $[n]$ is $\lceil n / 2\rceil$.
Proposition 5.2 (applied to $n-1$ instead of $n$ ) shows that the largest size of a lacunar subset of $[n-1]$ is $\lceil(n-1) / 2\rceil$. Hence, each lacunar subset $I$ of $[n-1]$ satisfies $|I| \leq$ $\lceil(n-1) / 2\rceil$ and thus

$$
\begin{equation*}
|I| \in\{0,1, \ldots,\lceil(n-1) / 2\rceil\} . \tag{30}
\end{equation*}
$$

Now, let

$$
U=\{\text { permutations of }[n]\} .
$$

If $w$ is a permutation of $[n]$, then a domino-entry of $w$ shall mean an $i \in[n-1]$ satisfying

$$
w(i)=i+1 \quad \text { and } \quad w(i+1)=i .
$$

For each $i \in[n-1]$, let

$$
A_{i}=\{w \in U \mid i \text { is a domino-entry of } w\} .
$$

Thus,

$$
\begin{aligned}
U \backslash\left(A_{1} \cup A_{2} \cup \cdots \cup A_{n-1}\right)= & \{w \in U \mid w \text { has no domino-entries }\} \\
= & \{w \text { is a permutation of }[n] \mid w \text { has no domino-entries }\} \\
& \quad \text { (since } U=\{\text { permutations of }[n]\}) \\
= & \{\text { domino-free permutations of }[n]\}
\end{aligned}
$$

[^4](since a permutation of $[n]$ has no domino-entries if and only if it is domino-fre ${ }^{10}$ ). Hence,
\[

$$
\begin{align*}
& \left|U \backslash\left(A_{1} \cup A_{2} \cup \cdots \cup A_{n-1}\right)\right| \\
& =\mid\{\text { domino-free permutations of }[n]\} \mid \\
& =(\# \text { of domino-free permutations of }[n]) . \tag{31}
\end{align*}
$$
\]

Now, we will compute the sizes $\mid\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\} \mid$ for $I \subseteq[n-1]$. This is done in the following two observations:

Observation 2: Let $I$ be a subset of $[n-1]$ that is not lacunar. Then,

$$
\mid\left\{s \in U \mid s \in A_{i} \text { for all } i \in I\right\} \mid=0 .
$$

Observation 3: Let $I$ be a subset of $[n-1]$ that is lacunar. Then,

$$
\mid\left\{s \in U \quad \mid s \in A_{i} \text { for all } i \in I\right\} \mid=(n-2 \cdot|I|)!.
$$

[Proof of Observation 2: Let $w \in\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$. Thus, the permutation $w \in U$ satisfies $w \in A_{i}$ for each $i \in I$. In other words, each $i \in I$ is a domino-entry of $w$.

But the set $I$ is not lacunar; thus, it contains two consecutive integers $m$ and $m+1$. Consider these $m$ and $m+1$.

Recall that each $i \in I$ is a domino-entry of $w$. Thus, $m$ and $m+1$ are domino-entries of $w$ (since $I$ contains $m$ and $m+1$ ). Since $m$ is a domino-entry of $w$, we have

$$
w(m)=m+1 \quad \text { and } \quad w(m+1)=m
$$

(by the definition of "domino-entry of $w$ "). Since $m+1$ is a domino-entry of $w$, we have

$$
w(m+1)=m+2 \quad \text { and } \quad w(m+2)=m+1
$$

(by the definition of "domino-entry of $w$ "). But $w(m+1)=m$ obviously contradicts $w(m+1)=m+2$.

Forget that we fixed $w$. We thus have obtained a contradiction for each $w \in\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$. Therefore, there exists no $w \in\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$. In other words, $\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$ is the empty set. Hence, $\mid\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\} \mid=0$. This proves Observation 2.]
[Proof of Observation 3: Let $I^{+}$denote the set $\{i+1 \mid i \in I\}$. From $I \subseteq[n-1]$, we obtain $I^{+} \subseteq\{2,3, \ldots, n\} \subseteq[n]$. Hence, both $I$ and $I^{+}$are subsets of $[n]$. Thus, $I \cup I^{+}$is a subset of $[n]$. Moreover, it is easy to se ${ }^{11}$ that the sets $I$ and $I^{+}$are disjoint (since $I$ is lacunar) and satisfy $|I|=\left|I^{+}\right|$. Hence, the sum rule yields $\left|I \cup I^{+}\right|=|I|+\underbrace{\left|I^{+}\right|}_{=|I|}=|I|+|I|=$ $2 \cdot|I|$. Since $I \cup I^{+}$is a subset of $[n]$, we furthermore have

$$
\begin{equation*}
\left|[n] \backslash\left(I \cup I^{+}\right)\right|=\underbrace{|[n]|}_{=n}-\underbrace{\left|I \cup I^{+}\right|}_{=2 \cdot|I|}=n-2 \cdot|I| . \tag{32}
\end{equation*}
$$

Now, the elements of $\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$ are precisely the permutations $w$ of $[n]$ such that each $i \in I$ satisfies $w \in A_{i}$ (since $U=\{$ permutations of $[n]\}$ ). In other words, the elements of $\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$ are precisely the permutations $w$ of

[^5][ $n$ ] such that each $i \in I$ is a domino-entry of $w$. ${ }^{12}$ In other words, the elements of $\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$ are precisely the permutations $w$ of $[n]$ such that each $i \in I$ satisfies
$$
w(i)=i+1 \quad \text { and } \quad w(i+1)=i
$$
(by the definition of "domino-entry of $w$ "). In other words, they are precisely the permutations $w$ of $[n]$ such that
\[

$$
\begin{equation*}
w(i)=i+1 \quad \text { for each } i \in I \tag{33}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
w(j)=j-1 \quad \text { for each } j \in I^{+} \tag{34}
\end{equation*}
$$

(by the definition of $I^{+}$). This leads to the following algorithm for constructing any $w \in$ $\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\}$ :

- First, we define the values $w(i)$ to be $i+1$ for each $i \in I$. We have no choices here, since we need to ensure that (33) holds.
- Then, we define the values $w(j)$ to be $j-1$ for each $j \in I^{+}$. (These values don't conflict with the values $w(i)$ defined in the previous step, since the sets $I$ and $I^{+}$are disjoint.) We have no choices here, since we need to ensure that (34) holds.
- At this point, we have determined the values of $w$ at all elements of $I \cup I^{+}$. Moreover, these values are distinct. (Indeed, the values $w(i)$ for $i \in I$ are the elements of $I^{+}$, whereas the values $w(j)$ for $j \in I^{+}$are the elements of $I$; but we know that $I$ and $I^{+}$ are disjoint.)
- It remains to choose the values of $w$ at all remaining elements of $[n]$ - that is, at all elements of $[n] \backslash\left(I \cup I^{+}\right)$. These values must be distinct elements of $[n] \backslash\left(I \cup I^{+}\right)$ (since the elements of $I$ and $I^{+}$have already been used up as values, while all other elements of $[n]$ are yet unused), and need to cover the whole the set $[n] \backslash\left(I \cup I^{+}\right)$. Thus, our choice boils down to the choice of a permutation of the set $[n] \backslash\left(I \cup I^{+}\right)$. The number of options for this is $\left|[n] \backslash\left(I \cup I^{+}\right)\right|!=(n-2 \cdot|I|)$ ! (by (32) ).

Hence, the total \# of options in this algorithm in $(n-2 \cdot|I|)$ !. Thus,

$$
\mid\left\{s \in U \quad \mid s \in A_{i} \text { for all } i \in I\right\} \mid=(n-2 \cdot|I|)!\text {. }
$$

This proves Observation 3.]

[^6]Now, (31) yields
(\# of domino-free permutations of $[n]$ )
$=\left|U \backslash\left(A_{1} \cup A_{2} \cup \cdots \cup A_{n-1}\right)\right|$
$=\sum_{I \subseteq[n-1]}(-1)^{|I|} \mid\left\{s \in U \mid s \in A_{i}\right.$ for all $\left.i \in I\right\} \mid$
(by Theorem 3.1, applied to $n-1$ instead of $n$ )

(since each lacunar subset $I$ of $[n-1]$ satisfies $|I| \in\{0,1, \ldots,\lceil(n-1) / 2\rceil\}$
(by 30))

$=\sum_{k=0}^{\lceil(n-1) / 2\rceil} \sum_{\substack{I \subseteq[n-1] ; \\ I \text { is lacunar; } \\|I|=k}} \underbrace{(-1)^{|I|}(n-2 \cdot|I|)!}_{\begin{array}{c}=(-1)^{k}(n-2 k)! \\ \text { (since }|I|=k)\end{array}}+\underbrace{\sum_{\substack{I \subseteq[n-1] ;}}(-1)^{|I|} 0}_{\substack{I \text { is not lacunar }}}$
$=\sum_{k=0}^{\lceil(n-1) / 2\rceil} \underbrace{\sum_{\substack{I \subseteq[n-1] ; \\ I \text { is lacuar; } \\|I|=k}}(-1)^{k}(n-2 k)!}$
$=(\#$ of $k$-element lacunar subsets of $[n-1]) \cdot(-1)^{k}(n-2 k)$ !
$=\sum_{k=0}^{\lceil(n-1) / 2\rceil} \underbrace{(\# \text { of } k \text {-element lacunar subsets of }[n-1])}_{=\left(\begin{array}{c}n-k \\ k \\ \text { (by } \\ (29)\end{array}\right)} \cdot(-1)^{k}(n-2 k)!$
$=\sum_{k=0}^{\lceil(n-1) / 2\rceil}\binom{n-k}{k} \cdot(-1)^{k}(n-2 k)!=\sum_{k=0}^{\lceil(n-1) / 2\rceil}(-1)^{k}\binom{n-k}{k}(n-2 k)!$.
This proves (27).
In order to derive 28 from this, we merely need to show that

$$
\begin{equation*}
\binom{n-k}{k}(n-2 k)!=\frac{(n-k)!}{k!} \tag{35}
\end{equation*}
$$

for each $k \in\{0,1, \ldots,\lceil(n-1) / 2\rceil\}$. But this is easy: Fix $k \in\{0,1, \ldots,\lceil(n-1) / 2\rceil\}$. Thus, $k \leq\lceil(n-1) / 2\rceil<(n-1) / 2+1$ (since $\lceil x\rceil<x+1$ for any real number $x)$. Multiplying both sides of this inequality by 2 , we obtain $2 k<2((n-1) / 2+1)=n+1$. Since $2 k$ and $n+1$ are integers, this entails $2 k \leq(n+1)-1=n$. Hence, $n-2 k \in \mathbb{N}$ and $n-k \geq k$. Hence, Theorem 4.2 (applied to $n-k$ instead of $n$ ) yields

$$
\binom{n-k}{k}=\frac{(n-k)!}{k!\cdot((n-k)-k)!}=\frac{(n-k)!}{k!\cdot(n-2 k)!} \quad(\text { since }(n-k)-k=n-2 k) .
$$

Multiplying both sides of this equality by $(n-2 k)$ !, we find $\binom{n-k}{k}(n-2 k)!=\frac{(n-k) \text { ! }}{k!}$. Thus, (35) is proved. Thus, (28) follows from (27). This concludes the solution of the exercise.

## 6 ExERCISE 6

### 6.1 Problem

Recall that a composition means a finite list of positive integers. (For example, $(2,3,2)$ is a composition, but $(1,0,4)$ is not.)

If $n \in \mathbb{N}$, then a composition of $n$ means a composition $\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ satisfying $i_{1}+i_{2}+$ $\cdots+i_{k}=n$.
(a) A composition $\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ is said to be even if all its entries $i_{1}, i_{2}, \ldots, i_{k}$ are even. Find a formula for the $\#$ of even compositions of a given $n \in \mathbb{N}$.
(b) A composition $\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ is said to be odd if all its entries $i_{1}, i_{2}, \ldots, i_{k}$ are odd. Find a formula for the $\#$ of odd compositions of a given $n \in \mathbb{N}$.

### 6.2 SOLUTION SKETCH

We shall use the following fact ([19f-hw0s, Exercise 1 (b)]):
Lemma 6.1. Let $n \in \mathbb{N}$. Then, the number of compositions of $n$ is

$$
\begin{cases}2^{n-1}, & \text { if } n>0 \\ 1, & \text { if } n=0\end{cases}
$$

(a) We have

$$
(\# \text { of even compositions of } n)= \begin{cases}0, & \text { if } n \text { is odd; }  \tag{36}\\ 2^{n / 2-1}, & \text { if } n \text { is even and } n>0 \\ 1, & \text { if } n=0\end{cases}
$$

[Proof of (36): The empty list () is an even composition of 0 , and is obviously the only composition of 0 . Hence, (\# of even compositions of 0 ) $=1$. Thus, (36) is proved for $n=0$. Hence, for the rest of this proof, we WLOG assume that $n \neq 0$. Thus, $n>0$.

If $\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ is an even composition of $n$, then $i_{1}+i_{2}+\cdots+i_{k}=n$, and thus $n=i_{1}+i_{2}+\cdots+i_{k}$ is even (since all addends $i_{1}, i_{2}, \ldots, i_{k}$ in this sum are even ${ }^{[13}$ ). Hence, an even composition of $n$ cannot exist unless $n$ is even. In other words, if $n$ is odd, then (\# of even compositions of $n$ ) $=0$. Thus, (36) is proved when $n$ is odd. Hence, for the rest of this proof, we WLOG assume that $n$ is even. Hence, $n / 2 \in \mathbb{N}$. Also, $n / 2>0$

[^7](since $n>0$ ). Now, Lemma 6.1 (applied to $n / 2$ instead of $n$ ) yields that the number of compositions of $n / 2$ is $\left\{\begin{array}{ll}2^{n / 2-1}, & \text { if } n / 2>0 ; \\ 1, & \text { if } n / 2=0\end{array}=2^{n / 2-1}\right.$ (since $n / 2>0$ ). In other words,

$$
(\# \text { of compositions of } n / 2)=2^{n / 2-1} .
$$

But there is a bijection

$$
\begin{aligned}
\{\text { even compositions of } n\} & \rightarrow\{\text { compositions of } n / 2\}, \\
\left(i_{1}, i_{2}, \ldots, i_{k}\right) & \mapsto\left(i_{1} / 2, i_{2} / 2, \ldots, i_{k} / 2\right)
\end{aligned}
$$

Thus, the bijection principle yields

$$
(\# \text { of even compositions of } n)=(\# \text { of compositions of } n / 2)=2^{n / 2-1} .
$$

This proves (36) (since $n$ is even and $n>0$ ).]
(b) Recall the Fibonacci sequence $\left(f_{0}, f_{1}, f_{2}, \ldots\right)$ as defined in Math222, Definition 1.1.10]. We have

$$
(\# \text { of odd compositions of } n)= \begin{cases}f_{n}, & \text { if } n>0  \tag{37}\\ 1, & \text { if } n=0\end{cases}
$$

[Proof of (37): We proceed by strong induction on $n$.
Thus, let $m \in \mathbb{N}$, and assume (as the induction hypothesis) that (37) holds for all $n<m$. We must prove that (37) holds for $n=m$.

We WLOG assume that $m \geq 3$, since it is straightforward to verify that (37) holds for all $n<3$. Thus, the induction hypothesis shows that (37) holds for $n=m-1$ and for $n=m-2$. In other words, we have

$$
(\# \text { of odd compositions of } m-1)= \begin{cases}f_{m-1}, & \text { if } m-1>0 ; \\ 1, & \text { if } m-1=0\end{cases}
$$

and

$$
(\# \text { of odd compositions of } m-2)= \begin{cases}f_{m-2}, & \text { if } m-2>0 \\ 1, & \text { if } m-2=0\end{cases}
$$

Now, let us call an odd composition of $m$

- red if its last entry is 1 , and
- green if its last entry is not 1 .
(Note that its last entry is always well-defined, since a composition of the positive integer $m$ cannot be empty. Likewise, a composition of $m-1$ and $m-2$ cannot be empty (since $m-1$ and $m-2$, too, are positive integers), and thus its last entry is well-defined.)

Now, there is a bijection
\{red odd compositions of $m\} \rightarrow\{$ odd compositions of $m-1\}$,

$$
\left(i_{1}, i_{2}, \ldots, i_{k}, 1\right) \mapsto\left(i_{1}, i_{2}, \ldots, i_{k}\right)
$$

Hence, the bijection principle yields

$$
\begin{aligned}
& (\# \text { of red odd compositions of } m) \\
& =(\# \text { of odd compositions of } m-1)= \begin{cases}f_{m-1}, & \text { if } m-1>0 ; \\
1, & \text { if } m-1=0\end{cases} \\
& \left.=f_{m-1} \quad(\text { since } m-1>0 \text { (because } m \geq 3>1)\right) .
\end{aligned}
$$

Also, if an odd composition $\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ of $m$ is green, then its last entry $i_{k}$ is not 1 (by the definition of "green") and therefore must be $\geq 3$ (since it is odd ${ }^{[14}$ ). Thus, if an odd composition $\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ of $m$ is green, then $i_{k} \geq 3>2$ and therefore $i_{k}-2>0$. Hence, there is a bijection

$$
\begin{aligned}
\text { \{green odd compositions of } m\} & \rightarrow\{\text { odd compositions of } m-2\}, \\
\left(i_{1}, i_{2}, \ldots, i_{k}\right) & \mapsto\left(i_{1}, i_{2}, \ldots, i_{k-1}, i_{k}-2\right) .
\end{aligned}
$$

Hence, the bijection principle yields

$$
\begin{aligned}
& (\# \text { of green odd compositions of } m) \\
& =(\# \text { of odd compositions of } m-2)= \begin{cases}f_{m-2}, & \text { if } m-2>0 ; \\
1, & \text { if } m-2=0\end{cases} \\
& \left.=f_{m-2} \quad(\text { since } m-2>0 \text { (because } m \geq 3>2)\right) .
\end{aligned}
$$

But clearly, any odd composition of $m$ is either red or green (but not both at the same time). Hence, the sum rule yields

$$
\begin{aligned}
& (\# \text { of odd compositions of } m) \\
& =\underbrace{(\# \text { of red odd compositions of } m)}_{=f_{m-1}}+\underbrace{(\# \text { of green odd compositions of } m)}_{=f_{m-2}} \\
& =f_{m-1}+f_{m-2}=f_{m}
\end{aligned}
$$

(since the definition of the Fibonacci sequence yields $f_{m}=f_{m-1}+f_{m-2}$ ). Comparing this with

$$
\left\{\begin{array}{ll}
f_{m}, & \text { if } m>0 ; \\
1, & \text { if } m=0
\end{array}=f_{m} \quad(\text { since } m \geq 3>0)\right.
$$

we obtain

$$
(\# \text { of odd compositions of } m)=\left\{\begin{array}{ll}
f_{m}, & \text { if } m>0 \\
1, & \text { if } m=0
\end{array} .\right.
$$

In other words, (37) holds for $n=m$. This completes the inductive proof of (37).]

### 6.3 REMARK

There are many other ways to solve either part of the exercise. In particular, there is a solution to part (a) that proceeds similarly to our solution to part (b) (i.e., by strong induction, using the $n=m-2$ case). See also [Sills11] for results related to odd compositions.

[^8]
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[^0]:    ${ }^{1}$ because if we swap $X$ with $Y$, then the claim of the exercise does not change
    ${ }^{2}$ The notation " $\{I \subseteq S \mid g \notin I\}$ " means "the set of all subsets $I$ of $S$ satisfying $g \notin I$ ". Similarly, the notation " $\{I \subseteq S \mid g \in I\}$ " means "the set of all subsets $I$ of $S$ satisfying $g \in I$ ".
    ${ }^{3}$ because of the following two (easily proven) facts:

[^1]:    ${ }^{4}$ The other distributivity law says that

    $$
    A \cup(B \cap C)=(A \cup B) \cap(A \cup C) .
    $$

[^2]:    ${ }^{5}$ Such an $a_{1}$ is indeed unique, since $f$ has to take $i_{1}$ only once.
    ${ }^{6}$ Such an $a_{2}$ is indeed unique, since $f$ has to take $i_{2}$ only once.
    ${ }^{7}$ Obviously, $a_{2}$ cannot be $a_{1}$, since $f\left(a_{2}\right)=i_{2} \neq i_{1}=f\left(a_{1}\right)$.

[^3]:    ${ }^{8}$ We shall be using the Iverson bracket notation.

[^4]:    ${ }^{9}$ See Math222, Definition 1.4.4] for the meaning of " $\lceil(n-1) / 2\rceil$ ".

[^5]:    ${ }^{10}$ This follows easily from the definitions.
    ${ }^{11}$ Actually, this is done (with somewhat different notation) in [Math222, proof of Proposition 1.4.6].

[^6]:    ${ }^{12}$ This is because the statements " $w \in A_{i}$ " and " $i$ is a domino-entry of $w$ " are equivalent (by the definition of the $A_{i}$ ).

[^7]:    ${ }^{13}$ because the composition $\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ is even

[^8]:    ${ }^{14}$ by the definition of an odd composition

