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Math 530 Spring 2022, Lecture 23: Independent
sets

website: https://www.cip.ifi.lmu.de/ grinberg/t/22s

1. Independent sets

1.1. Definition and lower bound
Next, we define one of the most fundamental notions in graph theory:

Definition 1.1.1. An independent set of a multigraph G means a subset S of
V (G) such that no two elements of S are adjacent.

In other words, an independent set of G means an induced subgraph of G
that has no edgeﬂ Note that “no two elements of S” doesn’t mean “no two
distinct elements of 5”.

Thus, for example, what we called an “anti-triangle” (back in Lecture 1) is an
independent set of size 3.

Remark 1.1.2. Independent sets are closely related to proper colorings. In-
deed, let G be a graph, and let k € IN. Let f : V — {1,2,...,k} be a
k-coloring. For each i € {1,2,...,k}, let

Vi={oeV | f()=i)
= {all vertices of G that have color i} .
Then, the k-coloring f is proper if and only if the k sets Vi, V5,..., V} are

independent sets of G. (Proving this is a matter of unraveling the definitions
of “independent sets” and “proper k-colorings”.)

One classical computational problem in graph theory is to find a maximum-
size independent set of a given graph. This problem is NP-hard, so don’t expect
a quick algorithm or even a good formula for the maximum size of an indepen-
dent set. However, there are some lower bounds for this maximum size. Here
is one:

Theorem 1.1.3. Let G = (V, E, ¢) be a loopless multigraph. Then, G has an

independent set of size
1

> ), 1+ degv’

veV

IThis is a somewhat sloppy statement. Of course, an independent set is not literally an in-
duced subgraph, since the former is just a set, while the latter is a graph. What I mean is
that a subset S of V (G) is independent if and only if the induced subgraph G [S] has no
edges.
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Example 1.1.4. Let G be the following loopless multigraph:

Then, the degrees of the vertices of G are 3,2,3,2,2,2. Hence, Theorem [1.1.3]
yields that G has an independent set of size

>1+1+1+1+1+1—11~183
143 142 143 " 14+2 14+2 " 14+2 6 7

Since the size of an independent set is always an integer, we can round this
up and conclude that G has an independent set of size > 2. In truth, G actu-
ally has an independent set of size 3 (namely, {2,4,6}), but there is no way
to tell this from the degrees of its vertices alone. For example, the vertices of
the graph

H::
(5—©)

have the same degrees as those of G, but H has no independent set of size 3.

We shall give two proofs of Theorem both of them illustrating useful
techniquesﬁ

First proof of Theorem Assume the contrary. Thus, each independent set S

of G has size 1

S| < ) T+ dego’ (1)

veV

A V-listing shall mean a list of all vertices in V, with each vertex occurring
exactly once in the list. If ¢ is a V-listing, then we define a subset J, of V as

ZNote that the looplessness requirement in Theorem is important: If G has a loop at each
vertex, then the only independent set of G is @.
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follows:
Jo :={v € V | v occurs before all neighbors of vin o} .

[Example: Let G be the following graph:

Let o be the V-listing (1,2,7,5,3,4,6). Then, the vertex 1 occurs before all its
neighbors (2, 4 and 5) in ¢, and thus we have 1 € J,. Likewise, the vertex 7
occurs before all its neighbors (3 and 6) in ¢, so that we have 7 € J,. But the
vertex 2 does not occur before all its neighbors in ¢ (indeed, it occurs after its
neighbor 1), so that we have 2 € J,. Likewise, the vertices 5,3,4,6 don’t belong
to J,. Altogether, we thus obtain J, = {1,7}.]

The set J, is an independent set of G (because if two vertices # and v in J,
were adjacent, then u would have to occur before v in ¢, but v would have to
occur before u in ¢; but these two statements clearly contradict each other).

Thus, (1) (applied to S = J,;) yields
1
UU | < 2 w

veV

This inequality holds for each V-listing ¢. Thus, summing this inequality
over all V-listings ¢, we obtain

1

)3 Jo| < Y Y
o is a V-listing o is a V-listing veV I+ deg v
1
= (# of all V-listings) - - - )
U;, 1+ degv

On the other hand, I claim the following:

Claim 1: For each v € V, we have

(# of all V-listings)

iap . . >
(# of all V-listings o satisfying v € J,) > 1+ dego

[Proof of Claim 1: Fix a vertex v € V. Define deg’ v to be the # of all neighbors
of v. Clearly, deg’ v < degwv.
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We shall call a V-listing o good if the vertex v occurs in it before all its
neighbors. In other words, a V-listing ¢ is good if and only if it satisfies v € J,;
(because v € ], means that the vertex v occurs in o before all its neighborﬁ).
Thus, we must show that

(# of all V-listings)

-listi >
(# of all good V-listings) > 1+ deg o

We define a map
I': {all V-listings} — {all good V-listings}

as follows: Whenever 7 is a V-listing, we let I'(7) be the V-listing obtained
from T by swapping v with the first neighbor of v that occurs in 7 (or, if 7 is
already good, then we just do nothing, i.e., we set I' () = 7). This map I’ is
a (1+ deg' v)-to-1 correspondence - i.e., for each good V-listing ¢, there are
exactly 1+ deg’ v many V-listings T that satisfy I' (T) = ¢ (in fact, one of these
T’s is ¢ itself, and the remaining deg’ v many of these 7’s are obtained from o
by switching v with some neighbor of v). Hence, by the multijection principleﬁ
we conclude that

|{all V-listings}| = (1 + deg v) - |{all good V-listings}|.
In other words,
(# of all V-listings) = (1 + deg’v) - (# of all good V-listings).
Hence,

(# of all V-listings) S (# of all V-listings)

(# of all good V-listings) = 1+ deg' 0 1+ degv

(since deg’ v < degv). This proves Claim 1 (since the good V-listings are pre-
cisely the V-listings ¢ satisfying v € J;).]

Next, we recall a basic property of the Iverson bracket notatiorﬁ If Tis a
subset of a finite set S, then

IT|=) [veT]. (3)

veS

(Indeed, the sum ) [v € T| contains an addend equal to 1 for each v € T,
vES
and an addend equal to O for each v € S\ T. Thus, this sum amounts to

[TI-14+[S\T|-0=Tl)

3This follows straight from the definition of J,.
4Gee a footnote in Lecture 17 for the statement of the multijection principle.
5See, e.g., Lecture 18 for the definition of the Iverson bracket notation.
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Now, (2) yields

1
# of all V-listings) - _—
( & ) v;/ 1+ dego

> ) Tl = Y Xlel
o is a V-listing ~ o is a V-listing veV
= Z [UGLT} N\

veV
=YL L
(by ) veV o isa V-listing

=) L el
veV

o is a V-listing
N

-

=(# of all V-listings ¢ satisfying v€]y)
(because the sum Y [ve]s]
o is a V-listing
contains an addend equal to 1 for each V-listing ¢ satisfying v< ],
and an addend equal to 0 for each other V-listing o)

= )  (# of all V-listings ¢ satisfying v € J,)
V\ ~\~
°e (# of all V-listings)

1+ degov
(by Claim 1)

4 g
> ) (# of all V-listings) = (# of all V-listings) - ) ;
v 1+dego acv 1 +dego
This is absurd (since no real number x can satisfy x > x). So we got a contra-
diction, and our proof of Theorem is complete. O

Remark 1.1.5. This proof is an example of a probabilistic proof. Why? We
have been manipulating sums, but we could easily replace these sums by
averages. Claim 1 then would say the following: For any given vertex v € V,
the probability that a (uniformly random) V-listing o satisties v € ], is
> 1T dego’ Thus, the expectation of |J,| is > vesz
of expectation). Therefore, at least one V-listing ¢ actually satisfies |J,| >

(by linearity

Y, ———— So the whole proof can be restated in terms of probabilities
vev 1 +dego
and expectations.

Note that this proof (as it stands) is fairly useless as it comes to actually

findi ind dent set of size > —_
nding an independent set of size > ZEV 1+ dego

better algorithm than “try the subsets |, for all possible V-listings o; one of
them will work”, which is even slower than trying all subsets of V.

Note also that the proof does not entail that at least half of the V-listings

1
o will satisfy |Jo| > ZEV w. The mean is not the median!

. It does not give any

Let us now give a second proof of the theorem, which does provide a good
algorithm:




Lecture 23, version June 10, 2023 page 6

Second proof of Theorem We proceed by strong induction on |V/|. Thus, we
fix p € IN, and we assume (as the induction hypothesis) that Theorem is
already proved for all loopless multigraphs G with < p vertices. We must now
prove it for a loopless multigraph G = (V, E, ¢) with p vertices.

If |V| = 0, then this is clear (since @ is an independent set of appropriate
size). Thus, we WLOG assume that |V| # 0. We furthermore assume WLOG
that G is a simple graph (because otherwise, we can replace G by G*™P; this
can only decrease the degrees degv of the vertices v € V, and thus our claim
only becomes stronger).

Since |V| # 0, there exists a vertex u € V with deg u minimumﬁ Pick such
a u. Thus,

deg.v > deg. u foreachv € V. 4)

Let U := {u} U {all neighbors of u}. Thus, U C V and |U| = 1+ deg u (this
is a honest equality, since G is a simple graph).

Let G’ be the induced subgraph of G on the set V' \ U. This is the simple graph
obtained from G by removing all vertices belonging to U (that is, removing the
vertex u along with all its neighbors) and removing all edges that require these
vertices. Then, G’ has fewer vertices than G. Hence, G’ has < p vertices (since
G has p vertices). Hence, by the induction hypothesis, Theorem is already
proved for G’. In other words, G’ has an independent set of size

1
>y L
e \U 1+deg. v

Let T be such an independent set. Set S := {u} UT. Then, S is an independent
set of G (since T C V' \ U, so that T contains no neighbors of u). Moreover, 1

claim that |S| > ) ; Indeed, this follows from
vev 1 +deg-v

1 1 1
D T
v 1+deggo [ 1 +degczi e\l 1 +degczi

1 1
e — <
S1+degGu “1+degqo
(since deg. v>deg,u (since deg;v>deggs v
(by @)) (because G’ is a subgraph of G))
1 1
<y — 4 S —
3;1 1+ deg. u ve;\ll 1+deg.o
U ———— <]
1 _t degG u (since T has size > Y. T)
(since |U\;1+degG 1) veviu L+ degg v
<1+|T| =S| (since S ={u}uUT).

6Here, the notation deg;; u means the degree of a vertex u in a graph H.




Lecture 23, version June 10, 2023 page 7

. 1 1 > e
So we have found an independent set of G having size > ZEV 1+ degg 0

S). This means that Theorem holds for our G. This completes the induc-
tion step, and Theorem is proved. O

(namely,

Remark 1.1.6. The second proof of Theorem (unlike the first one) does
give a fairly efficient algorithm for finding an independent set of the appro-
priate size. However, the second proof is actually not that much different
from the first proof; it can in fact be recovered from the first proof by de-
randomization, specifically using the method of conditional probabilities.
(This is a general technique for “derandomizing” probabilistic proofs, i.e.,
turning them into algorithmic ones. It often requires some ingenuity and is
not guaranteed to always work, but the above is an example where it can be
applied. See [Aspnes23, Chapter 13] for much more about derandomization.)

1.2. A weaker (but simpler) lower bound

Let us now weaken Theorem a bit:

Corollary 1.2.1. Let G be a loopless multigraph with n vertices and m edges.
Then, G has an independent set of size

n2

> .
~“n+2m

In order to prove this, we will need the following inequality:

Lemma 1.2.2. Let a1, 4y, ...,a, be n positive reals. Then,

1+1+ +1> n2
a4 Ay — ay+ay+---+a,

Proof of Lemma There are several ways to prove this:

1
e Apply Jensen'’s inequality to the convex function R — R™, x — m

* Apply the Cauchy-Schwarz inequality to get
1 1

1
(m+@+~~mm<—+—w~~+—)
a a an

2
1 1 1 5
> M—+yfa2—+ -+ ap— | =n".
ai an an
=



https://en.wikipedia.org/wiki/Method_of_conditional_probabilities
https://en.wikipedia.org/wiki/Jensen_inequality
https://en.wikipedia.org/wiki/Cauchy-Schwarz_inequality
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¢ Apply the AM-HM inequality.
* Apply the AM-GM inequality twice, then multiply.

* There is a direct proof, too: First, recall the famous inequality

which holds for any two positive reals u and v. (This follows by observing
(u—2)’

> 0.) Now,
uv

thatz-l—z—Z:
v U

a;  a ay
n n 1 n n 1 n n ;
= La Z; = Zai;=2 Z;
i=1 j=1"] i=1 j=1 ] i=1 j=1"]
_1 i iﬁjti iﬂ sincex—l(x—i—x) for any x € R
To\& An T E Ay ~2 Y
=1 j=17] i=1 j=1"7J
1{& & & &b here, we renamed i and j as j and 1
T2 (Z Z P Z Z _> < in the second double sum
i=1 j=1"] j=1 i=1"
1[/a o, g here, we swapped the two
=5 Y. Y —-+). Z j summation signs in the
i=1 j=17 i=1 j=1" second double sum
1 n n a; ﬂ]' 1 n n 1 2 2
B L(ned) =ik feoireen
D T e
2.
by @) e

from which the claim of Lemma follows.

]

Proof of Corollary Write the multigraph G as G = (V,E, ¢). Thus, |V| =n
and |E| = m. We WLOG assume that V = {1,2,...,n} (since |V| = n). Hence,

Y degv=) degv=2- |E (by Proposition 1.1.3 in Lecture 2)
v=1 veV :;:

)


https://en.wikipedia.org/wiki/HM-GM-AM-QM_inequalities
https://en.wikipedia.org/wiki/HM-GM-AM-QM_inequalities
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However, Theorem yields that G has an independent set of size

1 i

> - = —_— (since V ={1,2,...,n})

Z);/1+degv Z;ll—kdegv
< n? ( by Lemma applied to the n positive )
> _

5 (14 dego) reals a, =1+degv forallv € {1,2,...,n}

v=1

n2 n 2

= since (1+degv) =n+ ) degv=n+2m

n+2m v=1 veV

=2m
This proves Corollary O

1.3. A proof of Turan’s theorem

Recall Turan’s theorem, which we stated but did not prove in Lecture 2:

Theorem 1.3.1 (Turan’s theorem). Let r be a positive integer. Let G be a
simple graph with n vertices and e edges. Assume that

r—1 n?

e > .
r 2

Then, there exist r + 1 distinct vertices of G that are mutually adjacent (i.e.,
any two distinct vertices among these r 4- 1 vertices are adjacent).

We can now easily derive it from Corollary

Proof of Theorem [1.3.1} Write the simple graph G as G = (V,E). Thus, |V| = n
and |E| =eand E C P, (V).

Let E' := P, (V) \ E. Thus, the set E’ consists of all “non-edges” of G — that
is, of all 2-element subsets of V that are not edges of G. Clearly,

[ = [P2(V)\E| = [P2 (V)| - |E| = (Z) e

IO

Now, let G’ be the simple graph (V,E’). This simple graph G’ is called the
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complementary graph of G; it has n vertices and |E'| = <Z) —e edges Hence,

Corollary [1.2.1| (applied to G’ and (Z) — e instead of G and m) yields that G’

has an independent set of size

n2

()

Let S be this independent set. Its size is

>

2 2 2
S| > k k =1y

e (()-e) TR

_ 2
(this inequality follows by high-school algebra from e > % : %). Hence,

|S| > r+1 (since |S| and r are integers). However, S is an independent set of
G’. Thus, any two distinct vertices in S are non-adjacent in G’ and therefore
adjacent in G (by the definition of G’). Since |S| > r 4 1, we have thus found
r +1 (or more) distinct vertices of G that are mutually adjacent in G. This
proves Theorem [1.3.1] O

Several other beautiful proofs of Theorem can be found in [AigZiel8,
Chapter 41].
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