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Math 504 Lecture 7

1. Schur triangularization (cont'd)

1.1. Sylvester’'s equation (cont’'d)

Last time, we proved the V = U/ direction of the following fact:

Theorem 1.1.1. Let A be an n X n-matrix, and let B be an m x m-matrix (both
with complex entries). Let C be an n x m-matrix. Then, the following statements
are equivalent:

e U: There is a unique matrix X € C"*" such that AX — XB = C.

* V: Wehave o (A)No(B) =@.
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Here, 0 (A) denotes the spectrum of a matrix A (that is, the set of all eigenvalues
of A).
Today, we shall derive a corollary from the above theorem:

Corollary 1.1.2. Let A € C"*"*, B € C"*™ and C € C"*" be three matrices such
that 0 (A) No (B) = @. Then, the two (n + m) x (n + m)-matrices

A C d A0
0 B an 0 B
(written in block-matrix notation) are similar.

13 7
01>andB:(2)andC:(
corollary says that the matrices

9
1 37 130
0109 and 010
00 2 00 2

Proof of Corollary. We know from the previous theorem (specifically, from its V —
U direction) that there exists a matrix X € C"*™ such that AX — XB = C. Consider
this X.

Now, let S = (

Example 1.1.3. Let A = ( ) Then, the

are similar.

I, X

0 I ) . Now I claim that S is invertible and that
m

(39)-5(45)

Once this claim is proved, the corollary will follow.
To see that S is invertible, we construct an inverse. Namely, we claim that

( Iél _IX ) is an inverse for S. To show this, we just check that
m

s( b =X\ _ (I X Li =X\ _ (Ll +X-0 L(=X)+XI,
0 In 0 I 0 In 0Ly + 10 0(=X) + Iy

(oo _,
- 0 Im — In+m

SO Lyt (similarly) .
0 Iy

So we have shown that S is invertible. It remains to check that
A 0 A C 1
(0 5)=5(05)s"
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To do so, we check the equivalent identity

(65)5=s(3

This we do by computing both sides and comparing:

(£2)-(28)(5 8)-(2 )
(15)-(5 1) (15)- (¢ 4)- (¢ %)

(since AX — XB = C entails C + XB = AX).

el @

and

We are done. n

2. Jordan canonical (aka normal) form

2.1. Similarity redux

Definition 2.1.1. Let A and B be two n x n-matrices. We write A ~ B to say “A
is similar to B”.

We recall some properties of similar matrices: Similarity is an equivalence relation.
Furthermore:

Proposition 2.1.2. Let A and B be two n x n-matrices that satisfy A ~ B. Then:
(a) A¥ ~ BF for each k € IN.
(b) A— AL, ~ B— Al, for each A € C.
(©) (A—AL)" ~ (B—AL)* for each A € C and k € N.
(d) pa = pp. (Recall that p); stands for the characteristic polynomial of M.)
(e) dim Ker A = dim Ker B.

(f) dim Ker ((A - /\In)k) = dim Ker <(B - /\In)k> for each A € C and k € IN.

Recall the concepts of algebraic and geometric multiplicities:

Definition 2.1.3. Let A be an n x n-matrix, and let A € C.
(a) The algebraic multiplicity of A as an eigenvalue of A is defined to be the
multiplicity of A as a root of p4. (If A is not an eigenvalue of A, then this is 0.)
(b) The geometric multiplicity of A as an eigenvalue of A is defined to be
dimKer (A — AlL,). In other words, it is the maximum number of linearly inde-
pendent eigenvectors for eigenvalue A. (If A is not an eigenvalue of A, then this
is 0.)
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The geometric multiplicity is always < to the algebraic multiplicity. Sometimes,
it is strictly smaller. For instance, the matrix

100
012
0 01

has only 1 as its eigenvalue, with algebraic multiplicity 3 and geometric multiplicity
is 2.

2.2. Jordan cells

Definition 2.2.1. A Jordan cell is a k X k-matrix of the form

A1 0 0
0 A1 0
0 0 A 0 for some k > 0 and some A € C.
O 00 --- A

So its diagonal entries are A; its entries directly above the diagonal are 1; all its
other entries are 0. In formal terms, it is the k x k-matrix A whose entries are
given by the rule

A, ifi=j;
Ajj=4q1, ifi=j-1;
0, otherwise.

Specifically, this matrix is called the Jordan cell of size k at eigenvalue A. It is
denoted by Ji (A).

For example, the Jordan cell of size 3 at eigenvalue —5 is

-5 1 0
0 -5 1 .
0 0 -5
Proposition 2.2.2. Let k > 0 and A € C. The only eigenvalue of J; (A) is A, and it

has algebraic multiplicity k and geometric multiplicity 1.

Proof. Look at the matrix:

A1 0 0
0 A1 0
J)=| 00 A 0
0 0 0 - A
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This matrix is upper-triangular, so its characteristic polynomial is

Py = (E=A) (E=A) - (= A) = (t = A)F.

Thus, its only eigenvalue is A, and this eigenvalue has algebraic multiplicity k. Its
geometric multiplicity is

010 -0
001 0

dimKer (Jx (A) — Aly) =dimKer | 0 0 0 -+ 0 | —1
000 0

]

Proposition 2.2.3. Let k > 0 and A € C. Let B = Ji (A) — Al. For any p € N, we
have

e
dim Ker (BF) = Ps %fp_k,.
k, ifp>k.
Proof. As we have just seen,

010 - 0

001 0

B=|1 000 0

000 0
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For example, if k = 4, then

0100
0010
B=10001
0000
0010
) 0001
— B =10000
0000
0001
5 0000
— B =10000
0000
0000
, o000
— B =1000o0
0000

= BP =0forall p > 4.

This generalizes to arbitrary k. Indeed, it is easy to see (by induction on p) that

1, iti=j—p; .
B?).. — f 1ni,j.
( )1’] {0, otherwise oratiJ
Now, the claim about dim Ker (B?) easily follows. O

2.3. The Jordan canonical form (aka Jordan normal form)

Definition 2.3.1. A Jordan matrix is a block-diagonal matrix whose diagonal
blocks are Jordan cells. In other words, it is a matrix of the form

0 0 o Ju ()

where ny,ny,...,ny are positive integers and Ay, Ay, ..., Ay are scalars in C (not
necessarily distinct, but not necessarily equal either).

We claim the following:
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Theorem 2.3.2 (existence of the Jordan canonical form). Every n x n-matrix over
C is similar to a Jordan matrix.

This theorem is useful partly (but not only) because it allows to reduce questions
about general square matrices to questions about Jordan matrices. And the latter
can usually further be reduced to questions about Jordan cells, because a block-
diagonal matrix “behaves like its diagonal blocks are separate”.

The above existence theorem has a matching uniqueness statement:

Theorem 2.3.3 (Jordan canonical form theorem). Let A be an n X n-matrix over
C. Then, there exists a Jordan matrix | such that A ~ J. Furthermore, this | is
unique up to the order of the diagonal blocks.

Definition 2.3.4. The matrix | in this theorem is called a Jordan canonical form
of A (or a Jordan normal form of A).

1 2 3
Example 2.3.5. The Jordan canonical form of ( 0 25 ) is (
001

S ON
o = O
__ O
\_/
[—
?

2 00

deed, 011 is a Jordan matrix (it can be written as (
0 01
n be checked that

B35)-()

We can, of course, swap the two Jordan cells in this Jordan matrix, and obtain
another Jordan canonical form of the same matrix.

b

and it ca

S O -
ONDN
— 01 W
O
O = O
)

Example 2.3.6. The Jordan canonical form of I, is I, itself. Indeed, each of its
diagonal entries is itself a little Jordan cell J; (1), so it is already a Jordan matrix.

Now, we shall approach the proof of the Jordan canonical form theorem step by
step, beginning with the uniqueness part.

Example 2.3.7. Suppose that A ~ | with
1100000
01 0000O00O
(1) 0 0 0011000
] = 0 J5(1) O =|0001100
0 0 (2 0000100
000O0O021
000O0OO0O0?2

What can we say about A ?
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First, since A ~ ], we have 0 (A) = o (J) = {1,2} (since ] is upper-triangular).
Actually, from A ~ |, we also obtain

o 5 2 since | and therefore also tI,, — |
pa=p = (t=1)(t=2) ( is upper-triangular '

Thus, the algebraic multiplicities of the eigenvalues 1 and 2 of A are 5 and 2,
respectively.

Now, what about the geometric multiplicities? What is dim Ker (A —11,) ?
In general, if By, By, ..., By are square matrices, then

B 0 --- 0
0 By --- 0
dim Ker L ) = dim Ker B; + dim Ker B, + - - - 4+ dim Ker By,
0 0 By
01 Bl 0o --- 0
o 0 By ---
since a block-structured vector . lies in Ker . if and
Uk 0O 0 --- Bg
only if each of its pieces v; lies in Ker B;. Thus,
dimKer (A —11,)
= dimKer (] — 11,) (since A ~ ])
2(1) 0 0
= dim Ker 0 J3(1) 0 — 11,
0 0 (2
L(1)~1L 0 0
= dim Ker 0 J3(1) —1I3 0
0 0 L2(2) =1L
= dimKer (J> (1) — 1) + dimKer (J3 (1) — 1I3) + dimKer (/> (2) — 1)
(by propos:itlion above) (by propogtlion above) =0 1 1
(Since ]2(2)7112: )
[01)
=1+14+0=2.

In general, this reasoning yields the following:

Proposition 2.38. Let A be an n X n-matrix, and let | =

Ty (A1) 0 e 0
0 Jn(Ad2) - 0 . ,
. ) . be its Jordan canonical form. Then:
0 0 c. ]”k (/\k)
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(@) We have 0 (A) = {A1, Ay, ..., Ak}

(b) The geometric multiplicity of an eigenvalue A of A is the number of Jordan
cells of A at eigenvalue A. In other words, it is the number of i € [k] satisfying
Ai = A.

(c) The algebraic multiplicity of an eigenvalue A of A is the sum of the sizes of

all Jordan cells of A at eigenvalue A. In other words, itis ) n;.
iclk];
A=A
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