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Math 504 Lecture 1

Chris volunteered to scribe Lecture 3.

1. Unitary matrices ([HorJoh13, §2.1])

1.1. Inner product

For any z € C, we let Z be the complex conjugate of z. Soa +bi =a —biifa,b € R.

251 01

Uus (%]
Definition 1.1.1. For any two vectors u = ) € C"and v = ] e C",

un U;’l

we define the scalar

(u,v) 1= U107 + U0y + - - - + U, v, € C.
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| This scalar (u,v) is called the inner product (or dot product) of u and v.

For example,

<( Zlf; ) (4_+ii )> = (1+i)(—i)+ (2+3i) (4 +i)

=14+i)i+2+3i)4—i)=---=10+11i.
01
02
Definition 1.1.2. For any column vector v = ] € C", we define the row
On
vector
vti= (01 D2 Un )

Proposition 1.1.3. Let u,v € C". Then:
(@) We have (u,v) = (v, u).
(b) We have (u,v) = v*u.
(c) We have (u+u',v) = (u,v) + (u/,v) for any u’ € C".
(d) We have (u,v+v') = (u,v) + (u, ') for any v’ € C".
(e) We have (Au,v) (u,v) for any A € C.
(f) We have (u, Av) (u,v) for any A € C.

=2
=A

Proposition 1.1.4. Let x € C". Then:
(a) The number (x, x) is a nonnegative real.
(b) If x is nonzero, then (x, x) is a positive real.

Proof.
(%, %) = X1 + X0X0 + - - - + X% = |21 + |x2|* + - + |xa ),

since zZ = |z|* for any z € C. Note that |x1|, |x2|,..., |xx| are reals. Thus, |x1]% +
|x2> + - - - + |x4|? is clearly a nonnegative real. Furthermore, if x is nonzero, then
at least one x; is nonzero, and therefore |x1|* 4 |xp|* + - - - + |x,|* is positive. [

Definition 1.1.5. Let x € C". We define the length (aka norm) of x to be the

nonnegative real number
[|x[[ =4/ (%, %)

For example, if x = (1,1), then (x,x) = 11+ 11 = 2, so ||x|| = V2.
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| Proposition 1.1.6. For any A € C and x € C", we have ||Ax|| = |A| - ||x]].

1.2. Orthogonality and orthonormality

Definition 1.2.1. Let x € C" and y € C" be two vectors. We say that x is
orthogonal to y if and only if (x,y) = 0. The shorthand for this is “x L y”.

(\perp)

The relation L is symmetric:

I Proposition 1.2.2. Let x € C" and y € C" be two vectors. Then, x L y if and only
ify L x.

Proof. Recall that (u,v) = (v, u). O

Definition 1.2.3. Let (uq,uy, ..., ux) be a tuple of vectors in C". Then:
(a) We say that the tuple (11, uy, ..., uy) is orthogonal if we have

up L ouy for all p # g.
(b) We say that the tuple (u1, up, ..., u) is orthonormal if it is orthogonal and

[url] = [lual| = - - = [Jul| = 1.

Example 1.2.4. (a) The tuple

1 0 0

01, 11, 0

0 0 1
is orthonormal.

(b) More generally: Let n € IN. Let ey, ey, ...,e;, € C" be the vectors defined by

with the 1 being in the i-th position.

oo~ O -

0

Then, the tuple (eq, e, ..., e,) is orthonormal. It is furthermore a basis of C", and
is known as the standard basis.
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1 0
(c) The pair —i ) , 2i of vectors in C3 is orthogonal, but not
2 1
orthonormal.
1 (1 1 (09
(d) The pair | —= —1 — | 2i of vectors in C2 is orthonormal.

Vel 2 )7 VB

Proposition 1.2.5. Let (uj,uy, ..., u;) be an orthogonal tuple of nonzero vectors

in C". Then, the tuple
( ! u ! u ! u)
1, 27 e T Mk
[l [z 13

Proposition 1.2.6. Any orthogonal tuple of nonzero vectors in C" is linearly in-
dependent.

is orthonormal.

Proof. See notes. O

Lemma 1.2.7. Let k < n. Let ay,a, ..., a; be k vectors in C". Then, there exists a
nonzero vector b that is orthogonal to each of ay, 4y, ..., a.

ai1
. . ain
Proof. (See notes for details.) Write each vector a; as a; = _ . Letb =
ain
by
b, ) )
€ C" be a vector whose entries are so far undetermined. To ensure that b
by

is orthogonal to a;, we need (b, a;) = 0. In other words, we need
bia;1 + boaip + - - -+ bua;,, = 0.

This has to hold for each i € [k] := {1,2,...,k}. This is a system of k homogeneous
linear equations in the n unknowns by, by, ..., b,. Since there are fewer equations
than there are unknowns, there exists a nonzero solution. IOW, there exists a
nonzero vector b orthogonal to all of ;. O

1.3. Conjugate transposes

Generalizing our notation v*, we can define A* for any matrix A:
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a1 - Am
Definition 1.3.1. Let A = A be any matrix. Then, we define
ana - Anm
the matrix o
L1 dnd
A* =
Mm - Anm
This matrix A* is called the conjugate transpose of A.

IOW, A* is obtained from A by transposing the matrix and conjugating all en-
tries.

Example 1.3.2.

6 0 10+i 2+3 0

(1+i2—m i )*_ -1 6
i 10-—i

Proposition 1.3.3. (a) If A, B € C"*"™ are two matrices, then (A + B)" = A* + B*.
(b) If A is a matrix and A € C, then (AA)" = A A*,
(c) If A and B are two matrices that can be multiplied, then (AB)" = B*A*.
(d) If A is any matrix, then (A*)* = A.

1.4. Isometries

Definition 1.4.1. An n X k-matrix A is said to be an isometry if A*A = I;. (The
notation [ means the k x k identity matrix.)

Proposition 1.4.2. An n x k-matrix A is an isometry if and only if its columns
form an orthonormal tuple of vectors.

Proof. Let A be an n X k-matrix, and let aq,ay, ..., ax be its k columns. Thus,
| | -
A= o - @ and therefore A* =

*

September 24, 2021



Math 504 notes page 6

Hence,
YA |
ATA = ay - ag
- a; — | |
aya; - ayag x| (a1, ax)
agay .- afag (ag, ) - ||ak||2
On the other hand,
1 0
L=| : -
0 --- 1
Thus, A*A = I holds if and only if we have
(ap,a0) =0 forallp #gq
and )
lap|| =1 for each p.
IOW, it holds if and only if we have
ap L ag forall p #¢q
and
|ar|| = [laz]| = - - = [[a[| = 1.
IOW, it holds if and only if (a4, 4y, ...,a) is orthonormal. Qed. O

Isometries are called isometries because they preserve lengths:

Proposition 1.4.3. Let A € C"*F be an isometry. Then, each x € CF satisfies
[|Ax[} = |[x[]

Proof. We have A*A = I; (since A is an isometry). Let x € CF. By definition,
||Ax|| = \/(Ax, Ax), so that

|Ax||* = (Ax, Ax) = (Ax)" Ax (since (u,v) =v*u)
~——
=x*A*
— X" A*Ax = x"x = (x,x) = ||x|]*.
—
=I;
Hence, ||Ax|| = ||x]]. O

1.5. Unitary matrices
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Definition 1.5.1. A matrix U € C"** is said to be unitary if both U and U* are
isometries.

1
to see that A is an isometry, but A* is therefore also an isometry, since A* = A.
Thus, A is unitary.
(b) A 1 x 1-matrix ( A ) is unitary if and only if |A| = 1.
(c) For any n € IN, the identity matrix I, is an isometry and thus unitary.

1
Example 1.5.2. (a) The matrix A = E ( 1 _11 ) is unitary. Indeed, it is easy
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