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1 EXERCISE 1

1.1 PROBLEM

N (2n+1\? [(4n+1
k U 2n )
k=0

1.2 REMARK

Let n € N. Prove that

This exercise is similar to [mt1s, Exercise 1]; our two solutions below imitate the two solutions
of the latter exercise.

1.3 FIRST SOLUTION
Forget that we fixed n. Recall the following fact ([Math222, Corollary 2.6.4]):

2
n 2
Corollary 1.1. Let n € N. Then, ) (Z) = ( n)

k=0 n

Also, recall the symmetry property of the binomial coefficients ([Math222, Theorem
1.3.11)):

Theorem 1.2 (Symmetry of the binomial coefficients). Let n € N and k € R. Then,
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We also recall the following simple fact ([Math222l Proposition 1.3.36]):
Proposition 1.3 (Absorption formula I). Let n € {1,2,3,...} and m € R. Then,

m\ m(m-—1
n) n\n-1)
Now, let n € N. Then, 2n+1 is a positive integer. In other words, 2n+1 € {1,2,3,...}.
Thus, Proposition [I.3] (applied to 2 (2n + 1) and 2n + 1 instead of m and n) yields

2(2n+1)\  2@2n+1) (2(2n+1) -1 . 2(2n+1)—1
on+1 ) 2n+1 m+1—-1 ) n+1-—1
=2

_ 2<4“22 1) (1)

(since 2(2n+1) —1=4n+1and 2n+1—1 = 2n).

Each k € R satisfies
2n+1Y\ 2n+1
k  \2n+1-k

(by Theorem [1.2] applied to 2n + 1 instead of n) and thus
on +1\° B on+1 \° ()
k S \2n+1-k)

2n+1 2’/1 + 1 2
From n € N, we obtain 0 < n < 2n + 1. Hence, we can split the sum »_ ( i ) at
k=0

k = n. We thus obtain

2n+1 2 n 2 2n+1 2
Z 2n + 1 Z 2n + 1 Z 2n + 1
k=0 k=0 k=n+1  « ,

2

2n +1

- n+1-—k
(by @))

o+ 1\ n Qiq on+1 \’
k 2n+1—-k
=n+1
+1\? & 2n+ 1)
S s )

k=0
(here, we have substituted k for 2n + 1 — k in the second sum)

" <2n + 1)2
A .
k=0

2n+1 2

2 1 2(2 1

Z ( n]:— > - < (2 n_:Pl )) (by Corollary [[.T], applied to 2n + 1 instead of n),
n

k=0

) kz; <2nl:— 1)2 _ (2 (22::11)) _ 2(4712;11— 1>
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Comparing this with

we obtain




Solutions to homework set #3 page 3 of

(by (1)). Dividing both sides of this equality by 2, we find

z”: on+1\°  [4n+1

k N on )’
k=0
This solves the exercise.

1.4 SECOND SOLUTION

Forget that we fixed n. Recall the recurrence of the binomial coefficients ([Math222), Theorem
1.3.8]):

Theorem 1.4 (Recurrence of the binomial coefficients). Let n € R and k € R. Then,

()= () ()
k kE—1 k)

We also recall the following identity ([Math222 Corollary 2.6.3]):
Corollary 1.5. Let x € R and y € N. Then,

NATAEI ]

Now, let n € N. Then,

(2n+1 )((2%}{1) 1)

(by Theorem |1 4 applled to 2n+1 instead of n)

PO ()
(;”1) + (2]:‘)) (since (2n+1) — 1 = 2n)
() ()
()= (00

(k:zjb 1) a (Qn —2(: - 1))

(by Theorem [1.2] applied to 2n and k — 1 instead of n and k)
2n
= 4
(271 +1-— k‘) (4)

VR
[\
3

=+

N

o
(\»]
I3
N———
+
VR
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(since 2n — (k—1) =2n+1—k) and

2n+1 2n+1
()= G 0
(by Theorem applied to 2n + 1 instead of n).

n (2 1 2

Now, we can split off the addend for & = 0 from the sum > ( n]:— ) (k: nl); we thus
k=0 -

find

2": 2n+1\( 2n \ (2n+1 2n N = (2n+1\ [ 2n
k k—1) 0 0—1 k E—1
(by the d:eigmition of

binomial coefficients,
since 0—1=—1¢N)

RN <2n + 1)
a k
k=1

—— ——
2n +1 2n
T\ 2n+1-k) \2n+1—k
(by (@) (by @)
&/ 2n+1 2n B Q"il 2n+ 1) (2n
N m+1—k)\2n+1—-%k) k k
k=1 k=2n+1—n

(here, we have substituted k for 2n 4+ 1 — k in the sum)

_ k:i;l (2n ,j 1) (2]?) )
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(since 2n+1—n=n+1and 2n+1 — 1 = 2n). Hence, (3) becomes
2”:(271—{—1)2
k
k=0
B 2n+1 2n +" 2n+ 1Y\ (2n
B k—1 k k
k=0
Qn 2n—|—1 2n
kn+1 k
(by@)
2n n
2n+ 1\ (2n n+1\(2n
-2 (7)) 20 0)
k=n+1 k=0
. 2n—|—1 2 20+ 1 [2n
B k k k
0 k=n+1

|
HM

3

k
2n

R <2n + 1)
. k
L Z (2n N 1) (2}:) B éo (Qn ]: 1) <2:> - :2221 (2n N 1) (2]?)

2 1\ /2
(here, we have split the sum Z ( e ) ( n) at k =n)

=\ k k
((271 +1)+ 2n>

9 (by Corollary [1.5] applied to x = 2n 4+ 1 and y = 2n)
n

4 1
( n2+ ) (since 2n+1)+2n=4n+1).
n

Thus, the exercise is solved again.

2 EXERCISE 2

2.1 PROBLEM
Let n € N and x,y € R. Prove that
" akynk n “ <($ +y) — ?/2> y"t
S (1) =2

k=1

2.2 REMARK

This is easily seen to be a generalization of [Math222, Exercise 1.6.4] (indeed, the latter
exercise is obtained by setting z = —1 and y = 1). Can you generalize the solution?
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2.3 SOLUTION

Forget that we fixed n, x and y. We recall a few facts. First of all, we recall one version of
the Triangular Fubini’s principle ([Math222l Corollary 1.6.9]):

Corollary 2.1 (Triangular Fubini’s principle IT). Let n € N. For each pair (z,y) € [n] x [n]
with x <y, let a(,,) be a number. Then,

n n n Y
DD tew = DL Gew = DD e
z=1 y=x (z,y)€[n]x[n); y=1 z=1

z<y

Let us rewrite Corollary by renaming the indices x and y as k£ and ¢ throughout it
(in order to adapt it to how we shall use it in the following solution):

Corollary 2.2 (Triangular Fubini’s principle IT). Let n € N. For each pair (k,i) € [n] X [n]
with k <, let a(, ;) be a number. Then,

DI BLTEIED DRV B9 BLIN!
k=1 i=k (k,i)€n]x[n]; i=1 k=1
k<i
Next, we recall the binomial formula ([Math222, Theorem 1.3.24|):
Theorem 2.3 (the binomial formula). Let z,y € R. Let n € N. Then,
(x+y)" = Z (Z) aFynh,
k=0
Next, we recall the hockey-stick identity in its first form ([Math222, Theorem 1.3.29]):
Theorem 2.4 (“Hockey-stick identity”). Let n € N and k € N. Then,

()« ()« ) ()= ()

Now, fix n € N and z,y € R.

Let k € [n]. Then, 1 < k < n, so that k¥ > 1 and thus £ — 1 € N. Note that & > 1
also entails k € {1,2,3,...}. Furthermore, n > 1 (since 1 < n) and thus n — 1 € N. Hence,
Theorem (applied to n — 1 and k — 1 instead of n and k) yields

o) () () e ) - (G ) - ()
(since (n — 1)+ 1 =mn and (k— 1) + 1 = k). Hence,
()= G+ () () =+ ()
G () G e () -2 (60

1=
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k,n—k
Multiplying both sides of this equality by , we obtain

xkynfk n l,kynfk n i—1 n xkynfk i—1
SRR = S B DR S Y
i=k ~——

n—k i

i=k

xFy

ik
(since i#0 (because :>k>1>0))
n _ .o
aFyn—k 1 1—1
, l kE\k—1
i=k \ ,
1
\k
(since Proposition

(applied to ¢ and k instead of m and n)
(i) (i1
e k) T\ k- 1)
4 i \k/)
i=k
Now forget that we fixed k. We thus have proved ([7)) for each k € [n]. Hence,

n

k
k=1
N xkyn—k i
_z';c 1 k
(by (@)

-y : f”kyzk @ (8)
(i)

i=1 k=1
Now, fix i € [n]. Thus, 1 <7 < n, so that n —¢ > 0 and thus n —i € N. Hence, 4" is
well-defined. But Theorem (applied to i instead of n) yields

T : i k,i—k __ i 0 i—0 : i k,i—k
o =3 (D)t = ()it ([t
N , =0 —yi k=1

k
k=0

Here, the last equality sign has been obtained by applying Corollary 2.2to a.:

=1
(here, we have split off the addend for k£ = 0 from the sum)

_ i —~ (0 i
=Yy + Z (k>x Y.
k=1
Subtracting 3 from both sides of this equality, we find

e ()

k=1
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Multiplying both sides of this equality by ™%, we obtain

Yol )y =0 ) vy
(kzzl (k k=1 k

:y(i_k)"r(n_i):yn_k
(since (i—k)+(n—i)=n—k)

@ oyt )

Now, forget that we fixed i. We thus have proven (9] for each i € [n]. Thus, (8) becomes

n k n—k n 7 k n—k / -+ n % . n % .
> () -2 () X () - ()
= =1 k= i=1 k= P =

=1

174 1 . \Zr :((z+y);:yi)yn—i
J— 2hyn—Fk i i
i (k> ’ i s (k) st s @)

<(:1c +y) - y) y

This solves the exercise.

2.4 REMARK

Applying the exercise to x = 1 and y = 1, we obtain

i 1’“1]:—’@ (Z) _ i ((1 - 1):— 12‘) 1n—z‘.

k=1 =1

This rewrites as ‘
(1) =17) 1

l

[~]=

| =

TN
> 3

N————
I

3

(because each k € [n] satisfies 1" 1"* = 1). This, in turn, rewrites as
-1 =1
~1(n —~2 -1
k (k) B Z i
k=1 =1

(since each i € [n] satisfies ((1 +1) -1 ) 1" = (1 + 1) - 1" =2"—1).

=1 =2
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3 EXERCISE 3

3.1 PROBLEM

Let m € N. Prove that

7

(—=1)'sur (m, i) = (—1)™.

3.2 SOLUTION
Forget that we fixed m. Let us recall two facts from [Math222]. The first of these facts is a

simple property of binomial coefficients:

-1
Lemma 3.1. For any k € N, we have ( k > = (-1)*.

Lemma [3.1] is proven in [Math222, Example 1.3.4 (f)].

The second fact relates binomial coefficients to the numbers sur (m, n):

Theorem 3.2. Let k € R and m € N. Then,

fm = g;sur(m,i)- (’f)

This theorem appears in [Math222, §2.6.4]. More precisely: The particular case of
Theorem [3.2) when k& € N is precisely [Math222] Theorem 2.5.1|. In [Math222l §2.6.4], it is
shown that the claim of Theorem holds not only for & € N, but more generally for all
k eR.

Now, fix m € N. Then, Theorem (applied to k = —1) yields

(-)™" = Zsur (m, i) - (_zl) = Zsur (m, i) - (—1)" = Z (—1)"sur (m, ).
i=0 \ , =0 :

=(-1)'
(by Lemma
applied to ¢
instead of k)

This solves the exercise.

3.3 REMARK

An equivalent version of this exercise also appears in [Saganl9, Theorem 2.2.2|. (What we
call sur (m, i) here corresponds to i! - S (m,i) in the notations of [Saganl9], since S (m, 1)

stands for the Stirling number [ G (m, 1) /il.) The solution given in [Saganl9,
i

Theorem 2.2.2| is combinatorial.
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4 BEXERCISE 4

4.1 PROBLEM
Let n € N.

(a) Prove that

(# of 5-tuples (a,b,c,d,e) € [n]5 satisfyinga <b<c<d < e) = <§)

(b) Find
(# of 5-tuples (a,b, ¢, d, e) € [n]” satisfying a < b < c<d < e) .

4.2 SOLUTION SKETCH

(a) Here is the idea: The 5-tuples (a,b,c,d,e) € [n]” satisfying a < b < ¢ < d < e are in
bijection with the 5-element subsets of [n] (because any such 5-tuple can be seen as a way

of listing the elements of a 5-element subset of [n] in increasing order); thus, there are <Z>

many of them.

Translated into a more rigorous language, this proof reads as follows:

Each 5-element subset of [n] can be uniquely written in the form {a,b,c,d, e} with
a,b,c,d,e € [n] satisfying a < b < ¢ < d < e. (This follows easily from [Math222, Proposi-
tion 1.4.11].) Thus, the map

{(a,b,c,d,e) € n’ | a<b<c<d< e} — {5-element subsets of [n]},
(a,b,c,d,e) — {a,b,c,d e}

is a bijection. Hence, the bijection principle yields

}{(a,b,c,d,e) e [n]° | a<b<c<d<e}‘

= |{5-element subsets of [n]}|.
In other words,
(# of 5-tuples (a,b,c,d,e) € [n]5 satisfying a < b<c<d < e)

= (# of 5-element subsets of [n]) = (Z)

(by the combinatorial interpretation of binomial coefficients, because [n] is an n-element
set). This solves part (a) of the exercise.

(b) Clearly, the 5-tuples (a,b,c,d,e) € [n]5 satisfying a < b < ¢ < d < e are precisely
the 5-tuples (a, b, c,d,e) € Z° satisfying 1 < a <b < c<d<e<n. Hence,

(# of 5-tuples (a,b,c,d,e) € [n]5 satisfying a < b<c<d< e)
= (# of 5-tuples (a,b, c,d,e) € Z° satisfying 1 <a<b<c<d<e< n) )

Darij Grinberg 10 darij.grinberg@drexel.edu
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But if a, b, ¢, d, e are five integers, then we have the equivalences

(a<b)<=(a<b+1);

(b<c)<= (b+1<c+1);
(c<d)<=(c+1<d+2);
(d<e)<=(d+2<e+2);
(e<n)<=(e+2<n+2).

Hence, if a, b, ¢, d, e are five integers, then the chain of inequalities 1 <a<b<c<d<e<n
is equivalent to the chain 1 <a<b+1<c+1<d+2<e+2<n+2. Thus,

(# of 5-tuples (a,b, c,d,e) € Z° satisfying 1 <a<b<c<d<e< n)
= (# of 5-tuples (a,b,c,d,e) € Z° satisfyingl§a<b—|—1<c+1<d+2<e+2§n+2).

But there is a bijection

{(a,b,c,d,e)EZ5 | 1§a<b+1<c—|—1<d+2<e+2§n+2}
—>{(a,b,c,d,e)€Z5 | 1§a<b<c<d<e§n+2},
which sends each 5-tuple (a,b,c,d,e) to (a,b+1,¢+1,d+2,e+2). Hence, the bijection
principle yields
(#of5—tuples (a,b,c,d,e) € Z° Satisfyingl§a<b+1<c+1<d+2<e+2§n+2)
:(#off)—tuples (a,b,c,d,e)€Z5satisfying1§a<b<c<d<e§n—|—2).

Now, combining our above computations, we obtain

(# of 5-tuples (a,b,c,d,e) € [n]° satisfying a < b < c<d < e)
= (# of 5-tuples (a,b,c,d,e) € Z° satisfying 1 <a<b<c<d<e< n)
— (# of 5-tuples (a,b,c,d,e) € Z° satisfying 1 <a<b+1<c+1l<d+2<e+2< n+2)
= (# of 5-tuples (a,b,c,d, ) € Z° satisfying 1 <a<b<c<d<e<n+2)
= (# of 5-tuples (a,b,c,d,e) € [n+ 2]5 satisfying a < b < c<d < e)
since the 5-tuples (a, b, c,d,e) € Z5 satisfying 1 <a<b<c<d<e<n-+2
( are precisely the 5-tuples (a,b, ¢, d,e) € [n + 2]° satisfying a < b < c<d <e )

2
- <n_5F ) (by part (a) of this exercise, applied to n + 2 instead of n).

This solves part (b) of the exercise.

4.3 REMARK

Part (b) can also be solved in a different way: A 5-tuple (a,b,c,d,e) € [n]5 satisfies the
chain of inequalities a < b < ¢ < d < e if and only if it satisfies one of the four chains

(a<b<c<d<e), (a=b<c<d<e),
(a<b<c=d<e), (a=b<c=d<e).

Darij Grinberg 11 darij.grinberg@drexel.edu
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Moreover, these four chains are mutually exclusive. Hence, the sum rule yields

(# of 5-tuples (a,b,c,d, e) € [n]5 satisfying a < b < c<d < 6)
= (# of 5-tuples (a,b,c,d,e) € [n]5 satisfying a < b<c<d < e)
+ (# of 5-tuples (a,b,c,d,e) € [n]5 satisfyinga =b < c<d < e)
+ (# of 5-tuples (a,b, ¢, d, e) € [n]” satisfying a <b < ¢ =d < e)
) €

n
+ (# of 5-tuples (a,b,c,d, e [n]5 satisfyinga =b<c=d < e) .

Now, it remains to compute the four addends on the right hand side of this equality. The
first one is easy: By part (a) of this exercise, we know that

(# of 5-tuples (a,b,c,d,e) € [n]” satisfying a < b < c¢ < d < €) = (Z)

As for the second addend, it helps to notice the following: There is a bijection

{(a,b,c,d,e)e[n]5 | a:b<c<d<e}—>{(a,b,c,d)6[n]4 | a<b<c<al}7
(a,b,c,d,e) — (a,c,d,e)

(whose inverse map sends each (a, b, ¢, d) to (a, a, b, c,d)). Thus, the bijection principle yields
(# of 5-tuples (a,b,c,d,e) € [n]5 satisfyinga =b<c<d < e)

— (# of 4-tuples (a,b,c,d) € [n]4 satisfying a < b < ¢ < d) = (Z)

(by the analogue of part (a) of this exercise for 4-tuples instead of 5-tuples). Similarly,
(# of 5-tuples (a,b,c,d,e) € [n]5 satisfyinga < b<c=d < e) = (Z)

and

(# of 5-tuples (a,b,c,d,e) € [n]5 satisfyinga=b<c=d < e) = (Z)

Darij Grinberg 12 darij.grinberg@drexel.edu
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Thus, altogether, our above computation becomes

(# of 5-tuples (a,b,¢,d,e) € [n ]5 satisfying a <b<c<d< 6)

= (# of 5-tuples (a,b,c,d,e) € satisfying a < b<c<d < e)

[n]°

)(z)

(#of5tuples(abcde €|

satlbfymg a=b<c<d< e)

()

(# of 5-tuples (a,b,c,d, e) € n]5 satisfying a < b<c=d < e)
()
(# of 5-tuples (a,b,c,d,e) € [n]

n
()

B n n n
- ()0 ¢ ()0

A 3

=

A
W

ot

satisfyinga =b<c=d < e)

—_—
n+1 n+1
5 S\ 4
(by the recurrence (by the recurrence

of the binomial coefficients)  of the binomial coefficients)

1 1 2
_ (n ; ) + (n I ) = <n—5k > (by the recurrence of the binomial coefficients) .

This, again, solves part (b) of the exercise.

5 EXERCISE 5

5.1 PROBLEM

A finite set S of integers is said to be self-centered if its size |S| is odd and equals its
(|S] + 1) /2-th smallest element (i.e., its median in the statistical sense).

For example, the sets {1,3,5} and {2,3,5,6,10} are self-centered, while {2,4,6} and
{2} are not.

(a) Given n € N and an odd k € N, find the # of self-centered k-element subsets of [n].
(The result will be a simple explicit formula in terms of binomial coefficients.)

(b) For each n € N, let a,, be the # of all self-centered subsets of [n|. Find the sequence
(ag,ay,as,...) or the sequence (aq,as,as,...) in the OEIS. (No explicit sum-less for-
mula is known.)

Darij Grinberg 13 darij.grinberg@drexel.edu
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5.2 SOLUTION SKETCH

(a) Let n € N. Let & € N be odd. Thus, we can write k in the form k& = 2u + 1 for some
u € N. Consider this wu.
Now, I claim:

Claim 1: Assume that k € [n]. Then, the # of self-centered k-element subsets

of [n] is ("“';1) <”;’“)

[Proof of Claim 1: We will only give an informal proof, since the idea of this argument
has already been flogged to death (cf. [Math222, solution to Exercise 1.4.3], [Math222, §2.3,
Fourth proof of Theorem 1.3.29] and [Math222] §2.6.5, Second proof of Proposition 2.6.13]).

Let S be a self-centered k-element subset of [n]. Then, its size |S| is odd and equals its
(IS] + 1) /2-th smallest element (by the definition of “self-centered”). Since |S| = k (because
S is a k-element set), we can rewrite this as follows: The integer k is odd and equals the
(k + 1) /2-th smallest element of S. In other words, the integer k is odd and equals the

(u+ 1)-th smallest element of S (since ( Eo4+1]/2=(2u+1)+1)/2 =u+1). In
=2u+1

total, the set S has 2u + 1 elements (since |S| = k = 2u + 1), and thus can be split into

the u smallest elements, the u largest elements and the (u + 1)-th smallest element. As we

know, the latter is k; thus,

e the u smallest elements of S are smaller than k, and thus belong to {1,2,... k—1};
e the u largest elements of S are larger than k, and thus belong to {k + 1,k + 2,...,n}.
Thus, S has the form

S = {k} U (some u-element subset of {1,2,...,k—1})
U (some u-element subset of {k+1,k+2,...,n}). (10)

Forget that we fixed S. We thus have proved that every self-centered k-element subset of
[n] can be represented in the form ([10)). It is moreover clear that this representation is unique
(i.e., the two u-element subsets on the right hand side of are uniquely determined by
S), and that conversely, every set S of the form is a self-centered k-element subset of
[n]. Thus, in order to choose a self-centered k-element subset of [n], we only need to choose
the following two things (independently):

e some u-element subset of {1,2,...,k—1};

e some u-element subset of {k+ 1,k+2,...,n}.
. . k: - 1 1
The first of these two things can be chosen in many wayd|, whereas the second
u

n—=k
can be chosen in many Way. Hence, in total, the # of self-centered k-element
u

1 —
subsets of [n] is (k ) (n k) This proves Claim 1.]

u u
by the combinatorial interpretation of the binomial coefficients, because {1,2,...,k —1} is a (k — 1)-
element set
by the combinatorial interpretation of the binomial coefficients, because {k + 1,k +2,...,n} isan (n — k)-

element set
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Can you spot the place where this proof would go wrong if we did not assume that
k € [n] 7 It is well-hidden, but it exists (since Claim 1 would be false for k& > n).
We have k —1 = 2u (since k = 2u+1)andn— &k =n—(2u+1) =n—2u—1

=2u+1
Hence, we can restate Claim 1 as follows:

Claim 2: Assume that k € [n]. Then, the # of self-centered k-element subsets

of [n] is (f) (” - 2u“ - 1).

On the other hand, we have u = (k — 1) /2 (since k — 1 = 2u). Hence, we can restate
Claim 1 as follows:

Claim 3: Assume that k € [n]. Then, the # of self-centered k-element subsets

ortilis (" o) (0 )

In order to get a complete picture, we need to see what happens if k ¢ [n]. However,
this case is very simple: The size of any self-centered subset S of [n] is an element of S (by
the definition of “self-centered”) and thus an element of [n] (since S is a subset of [n]); thus,
a self-centered k-element subset cannot exist unless & € [n]. In other words, if k ¢ [n], then
the # of self-centered k-element subsets of [n] is 0. Combining this with Claim 1, we obtain
the following:

Claim 4: The # of self-centered k-element subsets of [n] is

(kll)(";@ if k€ n]:

0, it k ¢ [n]

(b) The sequence (ay, ag,ag,...) is OEIS sequence A217615.

Proof. Let n € N. The size of any self-centered subset S of [n] is an element of S
(by the definition of “self-centered”) and thus an element of [n] (since S is a subset of [n]);
furthermore, it must be odd (since self-centered sets always have odd Sizeﬂ). Hence, the size
of any self-centered subset S of [n] is an odd element of [n]. Thus, the sum rule yields

(# of self-centered subsets of [n])
= Z (# of self-centered subsets of [n] having size k)

keln]; L
k is odd =(# of self-centered k-element subsets of [n])

(0 2) ()

(by Claim 3)
B - (=D/2] o N o
B ; ((kk— 1)1 /2) ((k—l)k /2) > (i)( . 1)

k is odd

(here, we have substituted 2u + 1 for k in the sum). Now, the definition of a,, yields

/2] 2u\ (n—2u—1
a, = (# of self-centered subsets of [n]) = ( ) < )

u u
u=0

3by the definition of “self-centered”
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This makes it easy to compute ag, ai, as,as,.... To wit, we obtain
CLO:Oa alzla a2:17 CL?):]-7 CL4:3, a5:57
ag = 7, ay = 15, ag = 29, ag = 49, a1g = 95.

Entering these values into OEIS, we find nothing. But if we suppress ag, then we obtain the
first entries of OEIS sequence A217615, and one of the comments (“a(n) is the number of
(2k-1)-element subsets of {1, 2, ..., n+l1} whose k-th smallest (i.e., k-th largest)
element equals 2k-1. - Darij Grinberg, Oct 09 2019”) convinces us that it is really
our sequence (ag, as,as,...) (because it describes precisely the # of self-centered subsets of

[n + 1]).

6 EXERCISE 6

6.1 PROBLEM
Let p € N and ¢ € N. Prove that

i; (—1)' (]Z) (x q_ 2) = (2:;)) for all = € R. (11)

6.2 FIRST SOLUTION

We shall prove by induction on p:

Induction base: 1t is straightforward to see that holds for p =0 E] This completes
the induction base.

Induction step: Let m be a positive integer. Assume that holds for p =m — 1. We
must prove that holds for p = m.

We have assumed that holds for p = m — 1. In other words, we have

“:01 (—1)' (m Z— 1) (x q— z) _ (Z ) ((:;L: 3) for all = € R. (12)

Now, let x € R. For each ¢ € R, we have

(T) - (T—_ 11) " (mi_ 1) (13)

4 Proof. For each x € R, we have

ST ] G T 1 G Y W B iy

=1

(since ¢ = ¢ — 0). In other words, holds for p = 0.

Darij Grinberg 16 darij.grinberg@drexel.edu


https://oeis.org/A217615

Solutions to homework set #3 page 17 of

(by Theorem (applied to m and i instead of n and k)). Hence,

Sor () ()

1=0

) + )
71— 1 7

£ () )6
() )
S (e (1)) ()CL)

S () ) e (T)0)

7

(m—l m—1

We shall now take a closer look at the two sums on the right hand side of this equality.

—1
The definition of binomial coefficients yields (72; L) = 0 (since 0 —1 = —1 ¢ N).
Also, m — 1 € N (since m is a positive integer). Thus, Theorem (applied ton =m — 1
and k = m) yields

<m";1):<(m7f1_)1—m>:(%1—_11> (since (m —1) —m =0—1)
— 0.
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Now,

S ()6
:(—1)0@( )é (2_1)(35;@)

=0
(here, we have split off the addend for i = 0 from the sum

)
-2 () -nen (i) (50
)~ )

=—(-1)" ~

m—1 (x—1
-\, - .
(since (i+1)—1=i) (since z—(i+1)=(x—1)—1)
(here, we have substituted i 4 1 for ¢ in the sum)

B 7:01 (_ (_1>i> (ml— 1) ((a: —;) - z) _ —:(—Ui (mz—l) ((x —;) — z)

1=
(.

v~

()
- , i T ot
(") =) (15)
(since (z — 1) — (m — 1) = z — m). Also,
oo (")
S ()R e ()

1<1>f<m.1><zi><zsm>
S N R
byTheoremapphedton—m—( —1) and k=g — (m —1))

) (q _x(;ﬂj 1)) (16)

I
3

i}
o

/\/‘\
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(sincex —(m—1)—1=z—mand ¢— (m—1) — 1 =¢—m). Hence, (14) becomes

o (1), )

1

_ i:; (1) (’?__11) (x . Z) +§; (-1 (m P 1) (x . Z)

:Uv—m xr—m / r—m
:_(q—(m—l)) ) q—m)+<q—(m—1))
(by (15)) (by (16))
xr—m r—m xr—m xr—m
:_<q—(m—1)) " (q—m) " (q—(m—1)> - (q—m)
Now, forget that we fixed . We thus have proved that

S (D))= (500 eaeen

)

In other words, holds for p = m. This completes the induction step. Thus, is
proved by induction.
This solves the exercise.

6.3 SECOND SOLUTION

The following solution was posted by user “robjohn” in his answer at https://math.
stackexchange.com/questions/2424156/| .
We shall use the Vandermonde convolution formula ([Math222, Theorem 2.6.1]):

Theorem 6.1 (The Vandermonde convolution, or the Chu-Vandermonde identity). Let

n € N and x,y € R. Then,
r+vy " [z Y
= 1
() =200 1

00

Here, the summation sign “> " on the right hand side of (18) means a sum over all k € Z.
k
(We are thus implicitly claiming that this sum over all k € Z is well-defined, i.e., that it has

only finitely many nonzero addends.)
We will furthermore use the trinomial revision formula ([Math222, Proposition 1.3.35]):

Proposition 6.2 (Trinomial revision formula). Let n,a,b € R. Then,

n\(a\ (n\(n-—>t
a)\b) \b)\a—-0b)
One last tool we will need is the following fact ([Math222l, Proposition 1.3.28]):
Proposition 6.3. Let n € N. Then,

S () =l (19
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(Here, we are using the Iverson bracket notation.)
Now, let us return to the exercise. Let x € R. Then,

p .
=0 § q
:( p ) :<(p—%)+(fc—p))
p—1 q
(by Theorem [1.2] (since z—i=(p—i)+(z—p))

applied to n=p and k=3)

_ (1) (pf ) \((p i) E(a: —p>)1
=006 )

(by , applied to p—i, z—p and ¢
instead of z, y and n)

e (7))
e ()0 G
S8 (20

(by Proposition
applied to n=p, a=p—i and b=k)

22;;“*“@)Qﬁiﬁ«)ﬁi?>
ZLOQ)CZi)iﬁ—W(@?aﬁk) 20)

Now, we claim that

p

i p—k

iﬂ<])<@—ﬂ—k) p=H 1)
for each k € N.

[Proof of .' Let £ € N. We must prove the equality . We are in one of the
following two cases:

Case 1: We have p < k.

Case 2: We have p > k.

Let us first consider Case 1. In this case, we have p < k. Hence, p — k < 0. Thus, each
i€{0,1,...,p} satisfies (p —i) — k ¢ N (since (p—i)—k::p—k—\i//gp—k<0) and

>0

(0 0) =0 (22)

(by the definition of binomial coefficients). Hence,

therefore

p

> (= <(p]i;)k_ k:) B g (-1)'0=0.

1=0
by (22)
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Comparing this with
p=Fk]=0 (since p # k (because p < k)),

we obtain
-1) , =[p=EKl.
S (15 = b=n
Hence, is proved in Case 1.

Let us next consider Case 2. In this case, we have p > k. Hence, p — k > 0, so that
p—k € N. Also, p— k < p (since k € N). Now,

>y (60" )
\p—i)—k)

i=0
\p—k—i

(since (p—i)—k=p—k—1i)

()
x5 e e (1)

i=p—k+1 N ,
=0
_ ( p—= k ) (by the definition of binomial
N — _ kg coefficients, since p—k—i¢N
(p (b}lfgl‘heoggjm Z) (because i2p—k+1>p -k

. L and thus p—k—i<0))
applied to p—k and p—k—i instead of n and k)

(here, we have split the sum at i = p — k, since 0 < p — k < p)

- p’“ (-1 ((p k) ]:pk— - i))f > (-1o- g (-1 (p i k)

i=p—k+1 =0

p—Fk =0

(since (p—k)—(p—k—i)=1)
=[p—Fk=0] (by Proposition [6.3] applied to n = p — k)
= [p = k] (since the statement “p — k = 0" is equivalent to “p = k7).

Thus, is proven in Case 2.
We have now proved in each of the two Cases 1 and 2. Thus, always holds.]
Now, becomes

o0 L GO60z (5

v ~~ d
= =[p=k]
ke{0,1,....q} (by (21))
p r—p
_ = k]. 23
2 (k)(q—k)[p | .

ke{0,1,....q}

Now, we shall distinguish between two cases:
Case 1: We have p < q.
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Case 2: We have p > q.
Let us first consider Case 1. In this case, we have p < ¢q. Hence, p € {0,1,...,¢} (since

p € N). Also, Theorem (applied to n = p and k = p) yields (p) = ( p > = (Z(;) =
p p—Dp

Now, becomes

> (),
:ke{ozl,...,q} (i) C;:i) p = K]
=()(§‘£ ez 3 ()68 oy

(smce p=p) k#p (since p#k

(because k#£p))

here, we have split off the addend for k£ = p from the sum,
since p € {0,1,...,q}

) 2, 0065

’#p

J/

-

=0
Hence, the exercise is solved in Case 1.
Let us now consider Case 2. In this case, we have p > ¢q. Hence, ¢ < p. Therefore,
q—p < 0, so that ¢—p ¢ N and thus (x P (by the definition of binomial coefficients).
q —_

On the other hand, each k € {0,1,...,q} satisfies k < g < p and thus k # p and thus p # k
and therefore

[p=k] =0. (24)
Now, becomes

S () -2 (06 ezy

ke{0,1,....q}
(by 1.
=2 G- G2
ke{0,1,....q} a= a=r
(since (x P = 0). Hence, the exercise is solved in Case 2.
q—0p

We have now solved the exercise in both Cases 1 and 2. Thus, the exercise is solved.

6.4 THIRD SOLUTION (SKETCHED)

The following solution identifies the exercise as a “mutated version” of the Chu—Vandermonde
identity (except that we also need the polynomial identity trick, because without it we only
obtain a particular case of the exercise).

We shall use the upper negation formula ([Math222, Proposition 1.3.7]):

Proposition 6.4 (Upper negation formula). Let n € R and k € Z. Then,
—n g (n+k—1
= (-1 .
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We will further use the following variant of the Chu-Vandermonde identity:

Corollary 6.5. Let n € R, x € N and y € R. Then,

>()07)- ()

Proof of Corollary (6.5 (sketched). We must prove (25). If n ¢ N, then each i € {0,1,...,z}

satisfies n — i ¢ N and thus Y VY=o (by the definition of binomial coefficients). Hence,
n—i

if n ¢ N, then the left hand side of equals 0. So does the right hand side (if n ¢ N).
Hence, if n ¢ N, then is proven. Thus, for the rest of this proof, we WLOG assume
that n € N. Hence, yields

() -2 @) -2 000)2 ) ()

k<z k>x -0
(since zeN
and k>x)
_ Z Y _ Z Y T )
>H65)-Z 00N () (1)
kf:r’ kgm; kgm; -0
k20 k<0 (since k<0)
>

k=0

2002 00)

(here, we have renamed the summation index k as ¢). This proves (25)). Thus, Corollary
is proved. O

Finally, we shall use the polynomial identity trick in the following form (|[Math222,
Corollary 2.6.9]):

Corollary 6.6. If a polynomial P has infinitely many roots, then P is the zero polynomial.

Now, let us first prove the particular case of the exercise in which x € {p,p+ 1,p+2,...}
(that is, x is an integer > p):

Claim 1: Let x € {p,p+ 1,p+2,...}. Then,

ser(0)-G2)

[Proof of Claim 1: We have x > p (since x € {p,p+1,p+2,...}) and = € Z (for
the same reason). For each i € {0,1,...,p}, we have i < p and thus p > i and therefore
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x—1 €N (since x > p>iand x € Z). Hence, for each 7 € {0,1,...,p}, we have

(I_Z) = ( v ) (by Theorem [I.2] applied to n = x —i and k = q)

q T-i—g
- (;EZZ.__QS;) (since z —i = — (i — x))
— (—1)7i <z—xj;:i;i;q—1)

(by Proposition [6.4], applied to n =i —z and k =z —i — q)

; —qg—1
(—l)xzq( q ) (sincei—m-l-x—i—q—l:_q_l)_

x—i—q
Thus,
(@) ()

:; (-1)° (f) (—1)*ie (x—_qi—_lq) _ 'po 3_1)"(:1)%173 (1;) (x—_qi—_lq)

= :(71)i+($—i—q):(71)x—q
\rx—q—i

(since x—i—gq=x—q—1)

o () () e (00

1=

S

(rH(=g¢=1)
r—dq
(by Corollary

applied to z—q, p and —g—1 instead of n, z and y)

—q—1 —q—1
_ (1) (p+( q )) (1) <p q ) (26)
r—q r—dq
(since p+ (=g —1)=p—q—1).
But x € {p,p+1,p+2,...} and thus z — p € N. Hence, Theorem (applied to
n=x—pand k=q— p) yields

(zii) B <($—P:§:I(?q—p)) - (i:]qo) (since (z—p)—(¢—p) =2 -0
= (_ (P—x)) (since 7 — p = — (p — 7))

r—q
(1) p—x+x—q—1
r—q
(by Proposition [6.4] applied to n =p —z and k =z — q)

_ —q—1
= (—1)" q(pxzq > (sincep—z+zr—q—1=p—q—1)
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Comparing this with , we obtain
L (P [x—1 T—0p
v (-G
p i)\ q q—p
This proves Claim 1.]

Having proven Claim 1, we can now solve the exercise by an easy application of the
polynomial identity trick:
Define the polynomial

P .
. X _ X —
=2 (0, )G
pa i)\ q q—p
(in 1 variable X, with real coefﬁcients).ﬂ Then, each z € {p,p+ 1,p+ 2, ...} satisfies

rw=S ey ()20 - (20 - (20 -

N

(x : p)
\g—»p
(by Claim 1)

In other words, each z € {p,p+1,p+2,...} is a root of P (by the definition of “root”).
Hence, the polynomial P has infinitely many roots (since there are infinitely many = €
{p,p+1,p+2,...}). Hence, Corollary yields that P is the zero polynomial. In other
words, P = 0. Hence, for each € R, we have P (x) = 0 and thus

0= P () =g(—1)i (f) (xq_l> B (2:2)
> (762

6.5 FOURTH SOLUTION (SKETCHED)

and thus

This solves the exercise.

The exercise can also be seen as a consequence of two basic facts in the theory of finite
differences. Let us introduce just enough of this theory to solve the exercise.

Forget that we fixed p and q.

Let R* be the set of all finite lists of real numbers; in other words, let R* = R UR! U
R2UR3U---. Define a map A : R* — R* by setting

A(ay,ag,...,a,) = (ag —ay,a3 — Gy ..., Gy — Ap_1) for all (a1, as,...,a,) € R".

(Thus, in particular, A sends the empty list () to the empty list ().)
This map A is commonly called the difference operator, since it takes any list of numbers
to the list of differences between the consecutive entries of the former list.

F
5This is a well-defined polynomial, because we know that ( ) is a well-defined polynomial whenever F
n

is a polynomial and n € N.
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Example 6.7. We have
A(1,1,1) = (0,0); A(1,1,1,1,1) = (0,0,0,0);
A(1,3,5,7) =(2,2,2); A(1,4,9,16) = (3,5,7).
The first basic fact that we shall use about finite differences is the following:

Proposition 6.8. Let p € N, x € R and ¢ € R. Then,

S0 OO =G5 G- (107)

In words, this proposition is saying that if we apply the map A to a list of binomial
coefficients with the same “denominator” ¢ and with their numerators increasing by 1 at
each step, then we get a similar list, but without the last entry and with denominator ¢ — 1
instead of ¢.

Proof of Proposition (sketched). Because of how A was defined, this boils down to check-

ing that

k+1 k k

(x—f-( + ))_(x—i— ):(w+1> for each k € {0,1,...,p—1}.
q q 1=

But this follows easily from the recurrence of the binomial coefficients (more precisely, from
Theorem [1.4] applied to = + (k + 1) and ¢ instead of n and k). O

Now, as usual, we set A¥ = Ao Ao---0A for each k € N. Thus, A¥ is simply the map

k times

that applies A a total of k times. (In particular, A? = id and A' = A))
Example 6.9. We have

A° (1,4,9,16) = (1,4,9,16);
1 _ _
A (1,4,9,16) = A(1,4,9,16) = (3,5,7),

=A

A? (1,4,9,16) = A [ A(1,4,9,16) | = A(3,5,7) = (2,2),
~~~ —_———

=AoA :(37577)

3 _ _ _
AT (14,9.16) = A | A(A(1,4.9.16) | = A(2.2) = (0).
=AoAoA =(2,2)

[\

=AoAoAoA =(0)

\Aj/ (1,4,9,16) = A A(A(A(h4,9, 16))) | =A0)=().
Thus, A*(1,4,9,16) = () for all k > 4 (since A () = ()).

From Proposition [6.8, we can easily obtain the following:
Corollary 6.10. Let pe N, k € N, z € R and g € R. Then,

() D)= G G- ()
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Proof of Corollary[6.10. Induction on k. The induction step uses Proposition [6.8| O

The second fact about finite differences that we will need is the following explicit de-
scription of how AF acts on a tuple:

Proposition 6.11. If k € N, n € N, (a1,az,...,a,) € R" and p € {1,2,...,n — k}, then
the p-th entry of the list A* (a1, as, ..., a,) is

k

S (Ve

i=0
For a proof of Proposition [6.11] see my math.stackexchange post

https://math.stackexchange.com/a/1379518/

(where it appears as Theorem 2).
We shall use the following variant of Proposition |6.11

Corollary 6.12. If pe N, n € N, (ay,aq,...,a,) € R" andr € {1,2,...,n — p}, then the
r-th entry of the list AP (aq,aq, ..., a,) Iis

i (=1 (];) -

Corollary is just Proposition [6.11] with &£ and p renamed as p and r.
Now, let us solve the exercise. Let p € N, ¢ € N and 2 € R. Corollary (applied to
p and = — p instead of k and x) yields

(7))
_ (((:c;f); o>’ ((m;f)]:r 1) ((x—pq)ir](gp—p))) | )

For each i € Z, define a real a; by a; = ((x p)+i
q

= () (7))

In view of this, we can rewrite (27)) as

> . Then,

Ap (al, asg, . .. ,ap+1)

- (((w ;@; o>7 ((:g ;@; 1) ((:c —pg f](f —p))) | )

(the 1-st entry of the list AP (a1, a9, ..., ap41))

Hence,

I
R
—~
8
=
=
=
_I_
o
N—
I
Y
SIS
I
G
N—
o
L
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Corollary (applied to n = p+ 1 and r = 1) yields that the 1-st entry of the list
AP (ay, ag, ..., ap+1) 18

R, .
5 <Z> (x—p)+(1+i)—1)

(by the definition of a14;)

CNe g (z—p)+(1+3)—1
X ) )

:(p]iz) :(x_(§_¢)>

(by Theorem [1.2] (since (x—p)+(1+i)—1=z—(p—1))
applied to n=p and k=1)

o (7)) =S en () )

(here, we have substituted i for p — ¢ in the sum). Thus,

{

P :
(the 1-st entry of the list A (ay,aq,...,ap+1)) = (—1)" (p) (x Z).

Comparing this with , we obtain

p .
e (), )-Go)
P i)\ q q—p
This solves the exercise.

6.6 REMARK

Various other arguments can be used. For example, instead of proving Claim 1 in our third
solution above using the Chu-Vandermonde identity, we could have proved it using the
Principle of Inclusion and Exclusion}

A cheap (but occasionally useful) generalization of the exercise can be obtained by
allowing ¢ to range over R instead of N:

Theorem 6.13. Let p € N and ¢ € R. Prove that

g (1)’ (7;) (x q— z’) _ (z :ﬁ) for all z € R. (30)

SHint: How many g-element subsets of [z] contain all of 1,2,...,p ? On the one hand, the answer

is (Z ;), on the other hand, it can be obtained via the Principle of Inclusion and Exclusion (by
counting how many g¢-element subsets of [z] fail to contain some of these elements). Comparing the
results will yield Claim 1.

For details, see the answer by Brian M. Scott at https://math.stackexchange.com/questions/
1536015 . Or see [Galvinl7, proof of Identity 17.1] for the proof of Claim 1 with p, ¢ and x renamed as
n, j and N (slightly restated and with an unnecessary x > ¢ condition).
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Proof of Theorem[6.13 If ¢ € N, then this follows immediately from (11]). Hence, for the
rest of this proof, we can WLOG assume that we don’t have ¢ € N. Assume this. Thus,

q ¢ N.
Let x € R. If we had ¢ — p € N, then we would have ¢ = (¢—p)+ p € N, which
—_—— =~

eN eN
would contradict ¢ ¢ N. Hence, we cannot have ¢ — p € N. Thus, ¢ — p ¢ N. Hence, the

definition of binomial coefficients yields <x B p) = (0. Comparing this with
q—p
u (D T —1 u (D
() () -z (-
i=0 ! q i=0 !
=0
(by the definition of
binomial coefficients,
since q ¢ N)
P . — _
we obtain > (—1)’ (p) (m Z) = (x p)' This proves Theorem |6.13] O
i=0 [ q q—p
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