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Abstract. Let R be a commutative ring and n ≥ 1 and p ≥ 0 two
integers. Let N = {0, 1, 2, . . .}. Let hk, i be an element of R for all k ∈ Z

and i ∈ [n]. For any α ∈ Zn, we define

tα := det


hα1+1, 1 hα1+2, 1 · · · hα1+n, 1
hα2+1, 2 hα2+2, 2 · · · hα2+n, 2

...
... . . . ...

hαn+1, n hαn+2, n · · · hαn+n, n

 ∈ R

(where αi denotes the i-th entry of α). Then, we have the identity

∑
β∈Nn;
|β|=p

tα+β = det


hα1+1, 1 hα1+2, 1 · · · hα1+(n−1), 1 hα1+(n+p), 1

hα2+1, 2 hα2+2, 2 · · · hα2+(n−1), 2 hα2+(n+p), 2
...

... . . . ...
...

hαn+1, n hαn+2, n · · · hαn+(n−1), n hαn+(n+p), n


(where α + β denotes the entrywise sum of the tuples α and β). (The
matrix on the right hand side here is the one from the definition of
tα, except for its last column, where the “+n”s have been replaced by
“+ (n + p)”s.) Furthermore, if p ≤ n, then

∑
β∈{0,1}n;
|β|=p

tα+β = det


hα1+ξ1, 1 hα1+ξ2, 1 · · · hα1+ξn, 1
hα2+ξ1, 2 hα2+ξ2, 2 · · · hα2+ξn, 2

...
... . . . ...

hαn+ξ1, n hαn+ξ2, n · · · hαn+ξn, n

 ,

where ξ = (1, 2, . . . , n− p, n− p + 2, n− p + 3, . . . , n + 1). We prove
these two identities (in a slightly more general setting, where R is not as-
sumed commutative) and use them to derive some variants of the Pieri
rule found in the literature.

Keywords: determinantal identities, determinant, Pieri rules, sym-
metric functions, Schur functions, immaculate functions.
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Introduction

The Pieri rules in the theory of symmetric functions (see, e.g., [Macdon95, Chapter
I, (5.16) and (5.17)] or [Stanle01, Theorem 7.15.7 and discussion before Corollary
7.15.9]) give simple formulas for multiplying a Schur function by a complete ho-
mogeneous or elementary symmetric function. One of the simplest ways to state
them (sidestepping the combinatorial background and the geometric motivation)
is as follows: We define the ring Λ of symmetric functions as a polynomial ring in
countably many indeterminates h1, h2, h3, . . . over some commutative ring (say, over
Z); we furthermore set h0 := 1 and hi := 0 for all negative i. If λ = (λ1, λ2, λ3, . . .) is
an integer partition1, then the corresponding Schur function sλ ∈ Λ can be defined
by the formula

sλ = det
((

hλi−i+j
)

i,j∈[n]

)
, (1)

where n is a nonnegative integer satisfying λn+1 = λn+2 = λn+3 = · · · = 0 (note
that there are infinitely many possible values for n, but they all give the same
sλ). If the partition λ has the form (1, 1, . . . , 1, 0, 0, 0, . . .) with k many 1’s, then
the corresponding Schur function sλ is called en. (Of course, these are not the
usual definitions of sλ and en; see [Macdon95, Chapter I, (3.4) and (3.9)] for their
equivalence to more standard definitions.) Now, the first Pieri rule ([Macdon95,

1An integer partition (or, for short, just partition) means a weakly decreasing sequence
(λ1, λ2, λ3, . . .) of nonnegative integers such that all but finitely many i > 0 satisfy λi = 0.
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Chapter I, (5.16)]) states that for each p ∈N and each partition λ = (λ1, λ2, λ3, . . .),
we have

sλhp = ∑
µ

sµ, (2)

where the sum ranges over all partitions µ = (µ1, µ2, µ3, . . .) such that µ/λ is a
horizontal p-strip2. For example,

s(2,1)h2 = s(4,1) + s(3,2) + s(3,1,1) + s(2,2,1),

where we are using the standard convention of omitting zeroes from a partition
(i.e., we identify a partition λ = (λ1, λ2, λ3, . . .) with the n-tuple (λ1, λ2, . . . , λn)
when λn+1 = λn+2 = λn+3 = · · · = 0). The second Pieri rule ([Macdon95, Chapter I,
(5.17)]) states that for each p ∈N and each partition λ = (λ1, λ2, λ3, . . .), we have

sλep = ∑
µ

sµ, (3)

where the sum ranges over all partitions µ = (µ1, µ2, µ3, . . .) such that µ/λ is a
vertical p-strip3.

There is a less-known variant of the first Pieri rule (2), which sometimes appears
as a stepping stone to its proof (e.g., in [Tamvak13, §2.4]). In order to state it,
we agree to define a “Schur function” sλ by the equality (1) not just whenever λ
is a partition, but also whenever λ = (λ1, λ2, . . . , λn) is any n-tuple of integers
(not necessarily nonnegative, not necessarily weakly decreasing). This does not
significantly extend the notion of a “Schur function”, since any such sλ equals
either 0 or ±sµ for an (honest) partition µ. (This follows easily from basic properties
of determinants.) Now, if λ = (λ1, λ2, . . . , λn) is any integer partition with λn = 0,
and if p ∈N is arbitrary, then

sλhp = ∑
µ

sµ, (4)

where the sum now ranges over all n-tuples µ = (µ1, µ2, . . . , µn) ∈Nn such that

(µi ≥ λi for each i) and
n

∑
i=1

(µi − λi) = p.

2The notion of a “horizontal p-strip” and the notation µ/λ are best explained in terms of Young
diagrams. However, for our purposes, we can define them algebraically: We say that “µ/λ is a
horizontal p-strip” if and only if

µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ µ3 ≥ λ3 ≥ · · · and ∑
i≥1

(µi − λi) = p.

3The notion of a “vertical p-strip” and the notation µ/λ are best explained in terms of Young
diagrams. However, for our purposes, we can define them algebraically: We say that “µ/λ is a
vertical p-strip” if and only if

(µi − λi ∈ {0, 1} for each i ≥ 1) and ∑
i≥1

(µi − λi) = p.
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In other words, if λ = (λ1, λ2, . . . , λn) is any integer partition with λn = 0, and if
p ∈N is arbitrary, then

sλhp = ∑
β=(β1,β2,...,βn)∈Nn;

β1+β2+···+βn=p

sλ+β, (5)

where λ + β denotes the entrywise sum of the n-tuples λ and β.
Note that each addend in the sum in (2) is also contained in the sum in (4), but

(usually) not the other way around: An n-tuple µ appearing on the right hand
side of (4) might fail to be a partition, and even if it is one, it may violate the
“horizontal p-strip” condition (by failing to satisfy λi ≥ µi+1 for some i). Some
of these extraneous addends in (4) are 0, while others cancel each other out. This
cancellation argument appears (in some slightly different contexts) in [Tamvak13,
Lemma 2] and [LakTho07, (2.1) vs. (2.2)].

The “alternative first Pieri rule” (4) aka (5) is itself not hard to prove. In this
note, we shall generalize it in multiple directions. The ultimate generalization – our
Theorem 2.1 – we call the first pre-Pieri rule; it is an identity for row-determinants of
matrices over noncommutative rings. We will give an elementary proof of Theorem
2.1 (using simple combinatorics and manipulation of sums4) and derive several
corollaries, which include not only (5), but also a noncommutative “right-Pieri
rule” for immaculate functions due to Berg, Bergeron, Saliola, Serrano and Zabrocki
[BBSSZ13, Theorem 3.5] as well as a Pieri-like rule for Macdonald’s 9th-variation
Schur functions [Fun12, Proposition 3.9].5

We will also show a second pre-Pieri rule: an analogue of the first pre-Pieri rule
with a parallel retinue of corollaries. One such corollary is an analogue of (5)
for ep instead of hp; it says that if λ = (λ1, λ2, . . . , λn) is any partition, and if
p ∈ {0, 1, . . . , n} satisfies λn−p+1 = λn−p+2 = · · · = λn = 0, then

sλep = ∑
β=(β1,β2,...,βn)∈{0,1}n;

β1+β2+···+βn=p

sλ+β. (6)

This can be viewed as an alternative version of the second Pieri rule (3), and indeed
it is possible to obtain (3) from (6) by removing vanishing addends. (Unlike for the
first Pieri rule, cancellations are not required.)

Finally, we shall speculate on the existence of a “pre-LR rule”, which might
include both pre-Pieri rules as particular cases.

4Our proof could be viewed as a sequence of sign-reversing involutions, although we do not state
it in such a form.

5It should also be possible to derive the “uncancelled Pieri rule” [Grinbe19, Theorem 11.7] from our
first pre-Pieri rule, but this will likely require more effort than it is worth. (Note that [Grinbe19,
Theorem 11.7] is not about symmetric functions, but about symmetric polynomials in k variables;
on the other hand, unlike (5), there is no λn = 0 requirement in [Grinbe19, Theorem 11.7]. These
differences are fairly substantial, and it is not immediately obvious how to bridge them.)

October 6, 2021



The pre-Pieri rules page 5

1. Notations

Let us first introduce the notations that will be used throughout this note.

• Let R be a ring (unital and associative, but not necessarily commutative).

• Let N := {0, 1, 2, . . .} and P := {1, 2, 3, . . .}.

• For any n ∈N, we let [n] denote the n-element set {1, 2, . . . , n}.

• If α is an n-tuple (for some n ∈ N), and if i ∈ [n], then we let αi denote the
i-th entry of α (so that α = (α1, α2, . . . , αn)).

• If α is an n-tuple of integers (for some n ∈N), then we define |α| := α1 + α2 +
· · ·+ αn.

• For any n ∈ N, we let Sn denote the n-th symmetric group (i.e., the group of
all permutations of the set [n]).

• If n ∈N and σ ∈ Sn, then we let (−1)σ denote the sign of the permutation σ.

• If n ∈N, and if we are given an element ai,j ∈ R for each pair (i, j) ∈ [n]× [n],
then we let

(
ai,j
)

i,j∈[n] denote the n× n-matrix whose (i, j)-th entry is ai,j for
each (i, j) ∈ [n]× [n]. That is, we let

(
ai,j
)

i,j∈[n] :=


a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n

...
... . . . ...

an,1 an,2 · · · an,n

 ∈ Rn×n.

• If A =
(
ai,j
)

i,j∈[n] is any n× n-matrix over R (for some n ∈N), then we define
an element rowdet A ∈ R by

rowdet A := ∑
σ∈Sn

(−1)σ a1,σ(1)a2,σ(2) · · · an,σ(n).

This element is called the row-determinant of A. When the ring R is commu-
tative, this row-determinant rowdet A is just the usual determinant of A.

• We regard the set Zn as a Z-module in the usual way: i.e., we have

α + β = (α1 + β1, α2 + β2, . . . , αn + βn) and
α− β = (α1 − β1, α2 − β2, . . . , αn − βn)

for any α ∈ Zn and β ∈ Zn. Thus, α + β and α− β are defined for α ∈ Nn

and β ∈Nn as well (since Nn is a subset of Zn).
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2. The first pre-Pieri rule

2.1. The theorem

We can now state our “first pre-Pieri rule” in full generality:

Theorem 2.1 (first pre-Pieri rule). Let n ∈ P and p ∈ N. Let hk, i be an element
of R for all k ∈ Z and i ∈ [n].

For any α ∈ Zn, we define

tα := rowdet
((

hαi+j, i
)

i,j∈[n]

)
∈ R.

Let η be the n-tuple

(1, 2, . . . , n) +

0, 0, . . . , 0︸ ︷︷ ︸
n−1 zeroes

, p

 = (1, 2, . . . , n− 1, n + p) ∈ Zn.

Let α ∈ Zn. Then,

∑
β∈Nn;
|β|=p

tα+β = rowdet
((

hαi+ηj, i

)
i,j∈[n]

)
. (7)

Example 2.2. For this example, set n = 2 and p = 2, and let α ∈ Z2 be arbitrary.
Fix arbitrary elements hk, i ∈ R for all k ∈ Z and i ∈ [n]. Then, the n-tuple η
defined in Theorem 2.1 is (1, 2) + (0, 2) = (1, 4). Hence, (7) says that

∑
β∈N2;
|β|=2

tα+β = rowdet
((

hαi+ηj, i

)
i,j∈[2]

)
= rowdet

(
hα1+1, 1 hα1+4, 1
hα2+1, 2 hα2+4, 2

)
.
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The left hand side of this equality can be rewritten as

∑
β∈N2;
|β|=2

tα+β︸︷︷︸
=rowdet

((
h(α+β)i+j, i

)
i,j∈[2]

)
(by the definition of tα+β)

= ∑
β∈N2;
|β|=2

rowdet
((

h(α+β)i+j, i

)
i,j∈[2]

)

= ∑
β∈N2;
|β|=2

rowdet
((

hαi+βi+j, i
)

i,j∈[2]

)

(since (α + β)i = αi + βi for all i ∈ [2])

= ∑
β∈N2;
|β|=2

rowdet

(
hα1+β1+1, 1 hα1+β1+2, 1

hα2+β2+1, 2 hα2+β2+2, 2

)

= rowdet
(

hα1+2+1, 1 hα1+2+2, 1
hα2+0+1, 2 hα2+0+2, 2

)
+ rowdet

(
hα1+1+1, 1 hα1+1+2, 1
hα2+1+1, 2 hα2+1+2, 2

)
+ rowdet

(
hα1+0+1, 1 hα1+0+2, 1
hα2+2+1, 2 hα2+2+2, 2

)
(

since there are exactly three 2-tuples β ∈N2

satisfying |β| = 2, namely (2, 0) , (1, 1) and (0, 2)

)

= rowdet
(

hα1+3, 1 hα1+4, 1
hα2+1, 2 hα2+2, 2

)
+ rowdet

(
hα1+2, 1 hα1+3, 1
hα2+2, 2 hα2+3, 2

)
+ rowdet

(
hα1+1, 1 hα1+2, 1
hα2+3, 2 hα2+4, 2

)
.

Therefore, (7) rewrites as

rowdet
(

hα1+3, 1 hα1+4, 1
hα2+1, 2 hα2+2, 2

)
+ rowdet

(
hα1+2, 1 hα1+3, 1
hα2+2, 2 hα2+3, 2

)
+ rowdet

(
hα1+1, 1 hα1+2, 1
hα2+3, 2 hα2+4, 2

)
= rowdet

(
hα1+1, 1 hα1+4, 1
hα2+1, 2 hα2+4, 2

)
.

This is easy to check directly by expanding all four row-determinants.
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2.2. The proof

We shall now prepare for the proof of Theorem 2.1 by introducing some notations.
First, we introduce a right action of the symmetric group Sn on the set Zn of all

n-tuples of integers:

Definition 2.3. Let n ∈ N. Let η ∈ Zn and σ ∈ Sn. Then, we define η ◦ σ to be
the n-tuple

(
ησ(1), ησ(2), . . . , ησ(n)

)
∈ Zn.

Thus, the n-tuple η ◦ σ is obtained from η by permuting the entries using the
permutation σ.

The following two properties of this right action are near-obvious:

Proposition 2.4. Let n ∈N. Let η ∈ Zn and σ ∈ Sn. Then,

|η ◦ σ| = |η| .

Proposition 2.5. Let n ∈N. Let η ∈ Zn. Assume that the n numbers η1, η2, . . . , ηn
are distinct. Let σ ∈ Sn and π ∈ Sn be two distinct permutations. Then, η ◦ σ 6=
η ◦ π.

Finally, we will use the Iverson bracket notation:

Definition 2.6. If A is a logical statement, then [A] means the truth value of A;

this is the integer

{
1, if A is true;
0, if A is false.

For example, [2 + 2 = 4] = 1 and [2 + 2 = 5] = 0. The following easy property
of truth values can serve as a warm-up:

Lemma 2.7. Let u ∈ Z and k ∈ Z satisfy u 6= k. Then, [u ≥ k] = [u ≥ k + 1].

Besides the above generalities, our proof of Theorem 2.1 will rely on some more
specific lemmas. The first is an easy exercise on the pigeonhole principle:

Lemma 2.8. Let n ∈ P. Let ν ∈ Zn and η ∈ Zn satisfy |ν| = |η| and

{η1, η2, . . . , ηn−1} ⊆ {ν1, ν2, . . . , νn} and |{η1, η2, . . . , ηn−1}| = n− 1.

Then, there exists some permutation π ∈ Sn satisfying ν = η ◦ π.

Proof of Lemma 2.8. The claim that we must prove can be restated as “the n-tuple ν
is a permutation of η” (that is, “the n-tuple ν can be obtained from η by permuting
the entries”). Thus, we can permute the entries of ν without loss of generality
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(since neither the truth of this claim, nor the integer |ν|, nor the set {ν1, ν2, . . . , νn}
change when we permute the entries of ν).

The n− 1 numbers η1, η2, . . . , ηn−1 are distinct (since |{η1, η2, . . . , ηn−1}| = n− 1).
Furthermore, each of these n− 1 numbers appears as an entry in the n-tuple ν (since
{η1, η2, . . . , ηn−1} ⊆ {ν1, ν2, . . . , νn}). Since these n − 1 numbers are distinct, they
must therefore appear as distinct entries in ν (that is, no two of the n− 1 numbers
η1, η2, . . . , ηn−1 can appear in the same position of ν). By permuting the entries of ν,
we can therefore ensure that these n− 1 numbers η1, η2, . . . , ηn−1 are the first n− 1
entries of ν in this very order; i.e., that we have

ηi = νi for each i ∈ [n− 1] . (8)

Thus, let us WLOG assume that (8) holds (since we can permute the entries of ν
without loss of generality). Now, summing up the equalities (8) over all i ∈ [n− 1],
we obtain η1 + η2 + · · ·+ ηn−1 = ν1 + ν2 + · · ·+ νn−1. However,

|ν| = |η| = η1 + η2 + · · ·+ ηn = (η1 + η2 + · · ·+ ηn−1)︸ ︷︷ ︸
=ν1+ν2+···+νn−1

+ηn

= (ν1 + ν2 + · · ·+ νn−1) + ηn.

Comparing this with

|ν| = ν1 + ν2 + · · ·+ νn = (ν1 + ν2 + · · ·+ νn−1) + νn,

we obtain (ν1 + ν2 + · · ·+ νn−1)+ ηn = (ν1 + ν2 + · · ·+ νn−1)+ νn. Cancelling ν1 +
ν2 + · · ·+ νn−1, we obtain ηn = νn. Thus, the equality (8) holds not only for each
i ∈ [n− 1], but also for i = n. Hence, this equality holds for all i ∈ [n]. In other
words, we have η = ν. Thus, the n-tuple ν is a permutation of η. But this is
precisely what we needed to show. Thus, Lemma 2.8 is proven.

Our second lemma is about an integer determinant:

Lemma 2.9. Let n ∈ P and p ∈N. Let η be the n-tuple

(1, 2, . . . , n) +

0, 0, . . . , 0︸ ︷︷ ︸
n−1 zeroes

, p

 = (1, 2, . . . , n− 1, n + p) ∈ Zn.

Let ν ∈ Zn be an n-tuple satisfying |ν| = |η|. Then,

det
(
([νi ≥ j])i,j∈[n]

)
= ∑

σ∈Sn;
ν=η◦σ

(−1)σ . (9)

Note that the matrix ([νi ≥ j])i,j∈[n] in (9) is a matrix with integer entries; thus,
its determinant is a well-defined integer.

Before we prove Lemma 2.9, a remark is in order:
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Remark 2.10. The sum ∑
σ∈Sn;
ν=η◦σ

(−1)σ on the right hand side of (9) always has either

no addends or only one addend. (Indeed, it is easy to see that the n-tuples η ◦ σ
for different σ ∈ Sn are distinct; thus, no more than one of these n-tuples can
equal ν.) Thus, this sum can be rewritten as{

(−1)σ , if ν = η ◦ σ for some σ ∈ Sn;
0, otherwise.

Proof of Lemma 2.9. The definition of η yields

η = (1, 2, . . . , n) +

0, 0, . . . , 0︸ ︷︷ ︸
n−1 zeroes

, p

 = (1, 2, . . . , n− 1, n + p) .

Thus,
(η1, η2, . . . , ηn) = η = (1, 2, . . . , n− 1, n + p) . (10)

In other words, we have

ηi = i for each i ∈ [n− 1] (11)

and
ηn = n + p. (12)

It follows easily that the n numbers η1, η2, . . . , ηn are distinct (since p ∈N).
We are in one of the following two cases:
Case 1: We have [n− 1] 6⊆ {ν1, ν2, . . . , νn}.
Case 2: We have [n− 1] ⊆ {ν1, ν2, . . . , νn}.
Let us first consider Case 1. In this case, we have [n− 1] 6⊆ {ν1, ν2, . . . , νn}. In

other words, there exists some k ∈ [n− 1] such that k /∈ {ν1, ν2, . . . , νn}. Consider
this k. For each i ∈ [n], we have νi 6= k (since k /∈ {ν1, ν2, . . . , νn}) and therefore

[νi ≥ k] = [νi ≥ k + 1]

(by Lemma 2.7, applied to u = νi). This shows that the k-th and the (k + 1)-st
columns of the matrix ([νi ≥ j])i,j∈[n] are equal. Hence, this matrix ([νi ≥ j])i,j∈[n]
has two equal columns; therefore, the determinant of this matrix is 0. In other
words,

det
(
([νi ≥ j])i,j∈[n]

)
= 0. (13)

On the other hand, k ∈ [n− 1] entails ηk = k (by (11)). Thus, the n-tuple η
contains the entry k. However, the n-tuple ν does not (since k /∈ {ν1, ν2, . . . , νn}).
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Thus, the n-tuple ν is not a permutation of the n-tuple η. In other words, there
exists no σ ∈ Sn satisfying ν = η ◦ σ. Hence,

∑
σ∈Sn;
ν=η◦σ

(−1)σ = (empty sum) = 0.

Comparing this with (13), we obtain det
(
([νi ≥ j])i,j∈[n]

)
= ∑

σ∈Sn;
ν=η◦σ

(−1)σ. Thus,

Lemma 2.9 is proved in Case 1.

Let us now consider Case 2. In this case, we have [n− 1] ⊆ {ν1, ν2, . . . , νn}.
However, (11) shows that

{η1, η2, . . . , ηn−1} = {1, 2, . . . , n− 1} = [n− 1] ⊆ {ν1, ν2, . . . , νn} .

Moreover, from {η1, η2, . . . , ηn−1} = {1, 2, . . . , n− 1}, we obtain |{η1, η2, . . . , ηn−1}| =
|{1, 2, . . . , n− 1}| = n− 1. Hence, Lemma 2.8 yields that there exists some permu-
tation π ∈ Sn satisfying ν = η ◦ π. Consider this π.

Thus, π is a permutation σ ∈ Sn satisfying ν = η ◦ σ. Furthermore, it is easy to
see that π is the only such permutation σ (because the n numbers η1, η2, . . . , ηn are
distinct)6. Hence, the sum ∑

σ∈Sn;
ν=η◦σ

(−1)σ has only one addend, namely the addend

for σ = π. Thus,
∑

σ∈Sn;
ν=η◦σ

(−1)σ = (−1)π . (14)

We have ν = η ◦ π =
(

ηπ(1), ηπ(2), . . . , ηπ(n)

)
(by Definition 2.3). Thus, for each

i ∈ [n], we have
νi =

(
ηπ(1), ηπ(2), . . . , ηπ(n)

)
i
= ηπ(i). (15)

On the other hand, it is well-known (see, e.g., [Grinbe21, Corollary 6.4.15] or
[Grinbe15, Lemma 6.17 (a)]) that when the rows of a matrix are permuted, then the
determinant of this matrix gets multiplied by (−1)τ, where τ is the permutation
used to permute the rows. In other words: If

(
ai,j
)

i,j∈[n] is a square matrix (with
integer entries), and if τ ∈ Sn is a permutation, then

det
((

aτ(i),j

)
i,j∈[n]

)
= (−1)τ · det

((
ai,j
)

i,j∈[n]

)
.

Applying this to ai,j = [ηi ≥ j] and τ = π, we obtain

det
(([

ηπ(i) ≥ j
])

i,j∈[n]

)
= (−1)π · det

(
([ηi ≥ j])i,j∈[n]

)
.

6Here is the argument in more detail: Recall that the n numbers η1, η2, . . . , ηn are distinct. There-
fore, if σ ∈ Sn is a permutation distinct from π, then Proposition 2.5 shows that η ◦ σ 6= η ◦π = ν,
so that ν 6= η ◦ σ. Hence, the only permutation σ ∈ Sn satisfying ν = η ◦ σ is π.
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In view of (15), we can rewrite this as

det
(
([νi ≥ j])i,j∈[n]

)
= (−1)π · det

(
([ηi ≥ j])i,j∈[n]

)
. (16)

However, from the definition of η, we can easily see that every i, j ∈ [n] sat-
isfying i < j satisfy ηi < j and therefore [ηi ≥ j] = 0. In other words, the ma-
trix ([ηi ≥ j])i,j∈[n] is lower-triangular. Therefore, its determinant is the product

n
∏
i=1

[ηi ≥ i] of its diagonal entries. In other words,

det
(
([ηi ≥ j])i,j∈[n]

)
=

n

∏
i=1

[ηi ≥ i]︸ ︷︷ ︸
=1

(since it is easy
to see that ηi≥i)

=
n

∏
i=1

1 = 1.

Thus, (16) becomes

det
(
([νi ≥ j])i,j∈[n]

)
= (−1)π · det

(
([ηi ≥ j])i,j∈[n]

)
︸ ︷︷ ︸

=1

= (−1)π = ∑
σ∈Sn;
ν=η◦σ

(−1)σ

(by (14)). Thus, Lemma 2.9 is proved in Case 2.

We have now proved Lemma 2.9 in both Cases 1 and 2. This completes the proof
of Lemma 2.9.

Our third lemma is another expression for the same determinant as in Lemma
2.9:

Lemma 2.11. Let n ∈N. For any permutation σ ∈ Sn, we let σ denote the n-tuple
(σ (1) , σ (2) , . . . , σ (n)) ∈ Zn.

Let ν ∈ Zn be an n-tuple. Then,

det
(
([νi ≥ j])i,j∈[n]

)
= ∑

σ∈Sn;
ν−σ∈Nn

(−1)σ .

Proof of Lemma 2.11. If A and B are two equivalent logical statements, then [A] =
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[B]. Thus, for each σ ∈ Sn, we have

[ν− σ ∈Nn]

= [(ν− σ)i ∈N for each i ∈ [n]]
= [νi − σ (i) ∈N for each i ∈ [n]](

since each i ∈ [n] satisfies (ν− σ)i = νi − σi = νi − σ (i)
(because the definition of σ yields σi = σ (i) )

)
= [νi ≥ σ (i) for each i ∈ [n]](

since two integers a and b satisfy a− b ∈N

if and only if a ≥ b

)
= [ν1 ≥ σ (1) and ν2 ≥ σ (2) and · · · and νn ≥ σ (n)]

=
n

∏
i=1

[νi ≥ σ (i)] (17)

(because for any n logical statements A1,A2, . . . ,An, we have

[A1 and A2 and · · · and An] =
n
∏
i=1

[Ai]).

Now, the definition of the determinant of a matrix yields

det
(
([νi ≥ j])i,j∈[n]

)
= ∑

σ∈Sn

(−1)σ
n

∏
i=1

[νi ≥ σ (i)]︸ ︷︷ ︸
=[ν−σ∈Nn]

(by (17))

= ∑
σ∈Sn

(−1)σ [ν− σ ∈Nn] . (18)

Recall that a truth value [A] is always either 1 or 0, depending on whether the
statement A is true or false. Hence, each addend of the sum on the right hand side
of (18) is either of the form (−1)σ · 1 or of the form (−1)σ · 0, depending on whether
the statement “ν− σ ∈Nn” is true or false. The addends of the form (−1)σ · 1 can
be simplified to (−1)σ, whereas the addends of the form (−1)σ · 0 can be discarded
(since they are 0). Thus, the sum simplifies as follows:

∑
σ∈Sn

(−1)σ [ν− σ ∈Nn] = ∑
σ∈Sn;

ν−σ∈Nn

(−1)σ .

Combining this with (18), we obtain

det
(
([νi ≥ j])i,j∈[n]

)
= ∑

σ∈Sn;
ν−σ∈Nn

(−1)σ .

This proves Lemma 2.11.

Our fourth and last lemma is a trivial property of the Z-module Zn:
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Lemma 2.12. Let α ∈ Zn and β ∈ Zn. Then, |α + β| = |α|+ |β|.

We are now ready to prove Theorem 2.1:

Proof of Theorem 2.1. For any permutation σ ∈ Sn, we let σ denote the n-tuple
(σ (1) , σ (2) , . . . , σ (n)) ∈ Zn. This n-tuple σ satisfies

|σ| = σ (1) + σ (2) + · · ·+ σ (n) = 1 + 2 + · · ·+ n

and therefore
|σ|+ p = (1 + 2 + · · ·+ n) + p = |η| (19)

(since the definition of η yields
|η| = 1 + 2 + · · ·+ (n− 1) + (n + p) = (1 + 2 + · · ·+ n) + p).

Let us now set
n
∏
i=1

ai := a1a2 · · · an for any a1, a2, . . . , an ∈ R. (This is, of course,

the usual meaning of the notation
n
∏
i=1

ai when the ring R is commutative; however,

we are now extending it to the case of arbitrary R.)
Using this notation, we can rewrite the definition of a row-determinant as fol-

lows: If
(
ai,j
)

i,j∈[n] ∈ Rn×n is any n× n-matrix over R, then

rowdet
((

ai,j
)

i,j∈[n]

)
= ∑

σ∈Sn

(−1)σ
n

∏
i=1

ai,σ(i). (20)

For each β ∈Nn, we have

tα+β = rowdet
((

h(α+β)i+j, i

)
i,j∈[n]

) (
by the definition of tα+β

)
= ∑

σ∈Sn

(−1)σ
n

∏
i=1

h(α+β)i+σ(i), i (21)

(by (20), applied to ai,j = h(α+β)i+j, i). However, for each β ∈ Nn, each σ ∈ Sn and
each i ∈ [n], we have

(α + β)i︸ ︷︷ ︸
=αi+βi

+ σ (i)︸︷︷︸
=σi

(by the definition of σ)

= αi + βi + σi︸ ︷︷ ︸
=(β+σ)i

= αi + (β + σ)i .

This allows us to rewrite (21) as follows:

tα+β = ∑
σ∈Sn

(−1)σ
n

∏
i=1

hαi+(β+σ)i, i for each β ∈Nn.
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Summing these equalities over all β ∈Nn satisfying |β| = p, we obtain

∑
β∈Nn;
|β|=p

tα+β = ∑
β∈Nn;
|β|=p

∑
σ∈Sn

(−1)σ
n

∏
i=1

hαi+(β+σ)i, i

= ∑
σ∈Sn

(−1)σ ∑
β∈Nn;
|β|=p

n

∏
i=1

hαi+(β+σ)i, i. (22)

Now, fix a permutation σ ∈ Sn. We shall rewrite the sum ∑
β∈Nn;
|β|=p

n
∏
i=1

hαi+(β+σ)i, i

in terms of β + σ. Indeed, we have the following equality of summation signs:

∑
β∈Nn;
|β|=p

= ∑
β∈Nn;

|β|+|σ|=p+|σ|

(
since the condition “ |β| = p” is clearly

equivalent to “ |β|+ |σ| = p + |σ| ”

)

= ∑
β∈Nn;
|β+σ|=|η|

(
since Lemma 2.12 yields |β|+ |σ| = |β + σ| ,

and since p + |σ| = |σ|+ p = |η| (by (19))

)
.

Hence,

∑
β∈Nn;
|β|=p

n

∏
i=1

hαi+(β+σ)i, i = ∑
β∈Nn;
|β+σ|=|η|

n

∏
i=1

hαi+(β+σ)i, i.

However, Zn is a group (under addition). Hence, when β runs over Zn, the sum
β + σ also runs over Zn. (Formally speaking, this is saying that the map

Zn → Zn,
β 7→ β + σ

is a bijection.) Thus, when β runs over Nn, the sum β + σ runs over the set of all
ν ∈ Zn that satisfy ν− σ ∈Nn. Therefore, we can substitute ν for β + σ in the sum

∑
β∈Nn;
|β+σ|=|η|

n
∏
i=1

hαi+(β+σ)i, i. We thus obtain

∑
β∈Nn;
|β+σ|=|η|

n

∏
i=1

hαi+(β+σ)i, i = ∑
ν∈Zn;

ν−σ∈Nn;
|ν|=|η|

n

∏
i=1

hαi+νi, i.
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Hence, our above computation becomes

∑
β∈Nn;
|β|=p

n

∏
i=1

hαi+(β+σ)i, i = ∑
β∈Nn;
|β+σ|=|η|

n

∏
i=1

hαi+(β+σ)i, i

= ∑
ν∈Zn;

ν−σ∈Nn;
|ν|=|η|

n

∏
i=1

hαi+νi, i. (23)

Forget that we fixed σ. We thus have proved (23) for each permutation σ ∈ Sn.
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Now, (22) becomes

∑
β∈Nn;
|β|=p

tα+β = ∑
σ∈Sn

(−1)σ ∑
β∈Nn;
|β|=p

n

∏
i=1

hαi+(β+σ)i, i

= ∑
σ∈Sn

(−1)σ ∑
ν∈Zn;

ν−σ∈Nn;
|ν|=|η|

n

∏
i=1

hαi+νi, i (by (23))

= ∑
σ∈Sn

∑
ν∈Zn;

ν−σ∈Nn;
|ν|=|η|︸ ︷︷ ︸

= ∑
ν∈Zn;
|ν|=|η|

∑
σ∈Sn;

ν−σ∈Nn

(−1)σ
n

∏
i=1

hαi+νi, i

= ∑
ν∈Zn;
|ν|=|η|

∑
σ∈Sn;

ν−σ∈Nn

(−1)σ
n

∏
i=1

hαi+νi, i

= ∑
ν∈Zn;
|ν|=|η|

 ∑
σ∈Sn;

ν−σ∈Nn

(−1)σ


︸ ︷︷ ︸
=det

(
([νi≥j])i,j∈[n]

)
(by Lemma 2.11)

n

∏
i=1

hαi+νi, i

= ∑
ν∈Zn;
|ν|=|η|

det
(
([νi ≥ j])i,j∈[n]

)
︸ ︷︷ ︸

= ∑
σ∈Sn;
ν=η◦σ

(−1)σ

(by Lemma 2.9)

·
n

∏
i=1

hαi+νi, i

= ∑
ν∈Zn;
|ν|=|η|

 ∑
σ∈Sn;
ν=η◦σ

(−1)σ

 n

∏
i=1

hαi+νi, i

= ∑
ν∈Zn;
|ν|=|η|

∑
σ∈Sn;
ν=η◦σ

(−1)σ
n

∏
i=1

hαi+νi, i. (24)

On the other hand,

rowdet
((

hαi+ηj, i

)
i,j∈[n]

)
= ∑

σ∈Sn

(−1)σ
n

∏
i=1

hαi+ησ(i), i (25)

(by (20), applied to ai,j = hαi+ηj, i). However, for each σ ∈ Sn, the n-tuple η ◦ σ

belongs to Zn and satisfies |η ◦ σ| = |η| (by Proposition 2.4). In other words, for
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each σ ∈ Sn, the n-tuple η ◦ σ is a ν ∈ Zn satisfying |ν| = |η|. Hence, any sum
ranging over all σ ∈ Sn can be split according to the value of η ◦ σ. In other words,
we have the following equality of summation signs:

∑
σ∈Sn

= ∑
ν∈Zn;
|ν|=|η|

∑
σ∈Sn;
η◦σ=ν

= ∑
ν∈Zn;
|ν|=|η|

∑
σ∈Sn;
ν=η◦σ

.

Thus, (25) becomes

rowdet
((

hαi+ηj, i

)
i,j∈[n]

)
= ∑

σ∈Sn︸︷︷︸
= ∑

ν∈Zn;
|ν|=|η|

∑
σ∈Sn;
ν=η◦σ

(−1)σ
n

∏
i=1

hαi+ησ(i), i

= ∑
ν∈Zn;
|ν|=|η|

∑
σ∈Sn;
ν=η◦σ

(−1)σ
n

∏
i=1

hαi+ησ(i), i︸ ︷︷ ︸
=hαi+νi , i

(since ν=η◦σ entails νi=ησ(i),
so that hαi+νi , i=hαi+ησ(i) , i)

= ∑
ν∈Zn;
|ν|=|η|

∑
σ∈Sn;
ν=η◦σ

(−1)σ
n

∏
i=1

hαi+νi, i.

Comparing this with (24), we obtain

∑
β∈Nn;
|β|=p

tα+β = rowdet
((

hαi+ηj, i

)
i,j∈[n]

)
.

This proves Theorem 2.1.

3. Corollaries

3.1. The hk, n = 0 case

We shall now derive some corollaries from Theorem 2.1 by imposing some condi-
tions on R or on the hk, i. We begin with the most basic one, in which we force hk, n
to be 0 for all negative k:

Corollary 3.1. Let n ∈ P and p ∈ Z. Let hk, i be an element of R for all k ∈ Z

and i ∈ [n]. Assume that

hk, n = 0 for all k < 0. (26)
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For any α ∈ Zn, we define

tα := rowdet
((

hαi+j, i
)

i,j∈[n]

)
∈ R.

Let α ∈ Zn be such that αn ≤ −n. Then,

∑
β∈Nn;
|β|=p

tα+β = rowdet
((

hαi+j, i
)

i,j∈[n−1]

)
· hαn+n+p, n.

In order to derive this from Theorem 2.1, we shall need the following formula for
the row-determinant of a matrix whose last row is 0 except for its rightmost entry:

Lemma 3.2. Let n be a positive integer. Let A =
(
ai,j
)

i,j∈[n] ∈ Rn×n be an n× n-
matrix. Assume that

an,j = 0 for every j ∈ {1, 2, . . . , n− 1} . (27)

Then,
rowdet A = rowdet

((
ai,j
)

i,j∈[n−1]

)
· an,n.

Example 3.3. For n = 3 and A =

 a b c
d e f
0 0 g

, the claim of Lemma 3.2 says that

rowdet

 a b c
d e f
0 0 g

 = rowdet
(

a b
d e

)
· g.

(The two zeroes in the third row of A are necessary for Lemma 3.2 to be appli-
cable, as they guarantee that the condition (27) is satisfied.)

Proof of Lemma 3.2. This is a generalization of [Grinbe15, Theorem 6.43] to the case
of arbitrary R (not necessarily commutative). The proof given in [Grinbe15] still
works for this generalization, as long as we keep in mind that the products are
noncommutative.

Proof of Corollary 3.1. If p < 0, then Corollary 3.1 is easily seen to hold7. Thus, for
the rest of this proof, we WLOG assume that we don’t have p < 0. Hence, we have
p ≥ 0. Hence, p ∈N (since p ∈ Z).

7Proof. Assume that p < 0. Then, the sum ∑
β∈Nn ;
|β|=p

tα+β is empty and thus equals 0. However, we
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Define an n-tuple η ∈ Zn as in Theorem 2.1. Thus,

(η1, η2, . . . , ηn) = η = (1, 2, . . . , n− 1, n + p) .

In other words, we have

ηj = j for each j ∈ [n− 1] (28)

and
ηn = n + p. (29)

Now, Theorem 2.1 yields

∑
β∈Nn;
|β|=p

tα+β = rowdet
((

hαi+ηj, i

)
i,j∈[n]

)
. (30)

However, it is easy to see that hαn+ηj, n = 0 for every j ∈ {1, 2, . . . , n− 1} 8.

Hence, Lemma 3.2 (applied to
(

hαi+ηj, i

)
i,j∈[n]

and hαi+ηj, i instead of A and ai,j)

yields

rowdet
((

hαi+ηj, i

)
i,j∈[n]

)
= rowdet

((
hαi+ηj, i

)
i,j∈[n−1]

)
· hαn+ηn, n

= rowdet
((

hαi+j, i
)

i,j∈[n−1]

)
· hαn+n+p, n

(by (28) and (29)). Hence, (30) can be rewritten as

∑
β∈Nn;
|β|=p

tα+β = rowdet
((

hαi+j, i
)

i,j∈[n−1]

)
· hαn+n+p, n.

Thus, Corollary 3.1 is proved.

3.2. The commutative case

have αn︸︷︷︸
≤−n

+n + p ≤ (−n) + n + p = p < 0, and therefore (26) (applied to k = αn + n + p) yields

hαn+n+p, n = 0. Thus, the equality

∑
β∈Nn ;
|β|=p

tα+β = rowdet
((

hαi+j, i
)

i,j∈[n−1]

)
· hαn+n+p, n

holds due to both of its sides being 0. Thus, we have shown that Corollary 3.1 holds under the
assumption that p < 0.

8Proof. Let j ∈ {1, 2, . . . , n− 1}. We must show that hαn+ηj , n = 0.
We have j ∈ {1, 2, . . . , n− 1} = [n− 1] and therefore ηj = j (by (28)). From j ∈ {1, 2, . . . , n− 1},

we also obtain j ≤ n− 1 < n, so that ηj = j < n and thus αn + ηj < αn + n ≤ 0 (since αn ≤ −n).
Therefore, (26) (applied to k = αn + ηj) yields hαn+ηj , n = 0, qed.
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Corollary 3.4. Assume that R is commutative. Let n ∈ P and p ∈ Z. Let hk, i be
an element of R for all k ∈ Z and i ∈ [n]. Assume that

hk, n = 0 for all k < 0.

For any α ∈ Zn, we define

tα := det
((

hαi+j, i
)

i,j∈[n]

)
∈ R.

Let α ∈ Zn be such that αn ≤ −n. Then,

∑
β∈Nn;
|β|=p

tα+β = det
((

hαi+j, i
)

i,j∈[n−1]

)
· hαn+n+p, n.

Proof of Corollary 3.4. We have assumed that the ring R is commutative. Thus, ev-
ery square matrix over R has a well-defined determinant. Furthermore, the row-
determinant of any square matrix over R is the same as the determinant of this
matrix (since our above definition of the row-determinant clearly generalizes the
standard definition of a determinant). In other words, if A is any square matrix
over R, then

rowdet A = det A. (31)

Hence, we can apply Corollary 3.1, replacing “rowdet” by “det” throughout the
statement. As a result, we obtain precisely the claim of Corollary 3.4.

3.3. A Schur-like reindexing

Here are some more consequences of the first pre-Pieri rule:

Corollary 3.5. Let n ∈ P and p ∈ Z. Let hk, i be an element of R for all k ∈ Z

and i ∈ [n]. Assume that

hk, n = 0 for all k < 0.

For any m ∈ {0, 1, . . . , n} and any λ ∈ Zm, we define

sλ := rowdet
((

hλi+j−i, i
)

i,j∈[m]

)
∈ R.

Fix an n-tuple µ ∈ Zn with µn = 0. Let µ = (µ1, µ2, . . . , µn−1). Then,

sµ · hp, n = ∑
β∈Nn;
|β|=p

sµ+β.
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Proof of Corollary 3.5. Define tα ∈ R for each α ∈ Zn as in Corollary 3.1.
Define an n-tuple α ∈ Zn by

α = (µ1 − 1, µ2 − 2, . . . , µn − n) .

Thus,
αi = µi − i for each i ∈ [n] . (32)

Applying this to i = n, we obtain αn = µn︸︷︷︸
=0

−n = −n ≤ −n. Hence, Corollary 3.1

yields

∑
β∈Nn;
|β|=p

tα+β = rowdet
((

hαi+j, i
)

i,j∈[n−1]

)
· hαn+n+p, n. (33)

However, using the definitions of sµ and α, it is easy to see that

rowdet
((

hαi+j, i
)

i,j∈[n−1]

)
= sµ.

Furthermore, again using the definition of α, we can easily check that

tα+β = sµ+β for each β ∈Nn

(indeed, both tα+β and sµ+β are defined as row-determinants of certain matrices,
and a simple calculation of indices shows that these two matrices are identical).
Finally, we have

αn + n + p = p (since αn = −n) .

Using these three equalities, we can rewrite (33) as

∑
β∈Nn;
|β|=p

sµ+β = sµ · hp, n.

This proves Corollary 3.5.

Corollary 3.6. Assume that R is commutative. Let n ∈ P and p ∈ Z. Let hk, i be
an element of R for all k ∈ Z and i ∈ [n]. Assume that

hk, n = 0 for all k < 0.

For any m ∈ {0, 1, . . . , n} and any λ ∈ Zm, we define

sλ := det
((

hλi+j−i, i
)

i,j∈[m]

)
∈ R.

Fix an n-tuple µ ∈ Zn with µn = 0. Let µ = (µ1, µ2, . . . , µn−1). Then,

hp, n · sµ = ∑
β∈Nn;
|β|=p

sµ+β. (34)
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Proof of Corollary 3.6. This can be derived from Corollary 3.5 in the same way as we
derived Corollary 3.4 from Corollary 3.1.

We note that (5) is the particular case of Corollary 3.6 for R = Λ, hk, i = hk and
µ = λ.

3.4. Recovering Fun’s rule

Let us now explain how [Fun12, Proposition 3.9] follows from Corollary 3.6. Here
is the claim of [Fun12, Proposition 3.9] with slightly modified notations:

Proposition 3.7. Assume that R is commutative. Let ` ∈ N, p ∈ Z and q ∈ Z.
Let gk, j be an element of R for all k, j ∈ Z. Assume that

gk, j = 0 for all k < 0 and j ∈ Z. (35)

For any m ∈N and any µ ∈ Zm and β ∈ Zm, we define

sµ, β := det
((

gµi+j−i, βi+j−i
)

i,j∈[m]

)
∈ R.

Let µ ∈ Z`+1 be an (`+ 1)-tuple satisfying µ`+1 = 0. Let µ be the `-tuple
(µ1, µ2, . . . , µ`) ∈ Z`.

Let β ∈ Z` be an `-tuple, and let β′ ∈ Z`+1 be the (`+ 1)-tuple
(β1, β2, . . . , β`, q− p).

Then,
gp, q · sµ, β = ∑

δ∈N`+1;
|δ|=p

sµ+δ, β′+δ.

To be precise, Proposition 3.7 does not only differ from [Fun12, Proposition 3.9]
in the notations (what we call q and gk, j corresponds to βe and hk, j in [Fun12,
Proposition 3.9]; furthermore, the summation index δ in our sum is called σ in
[Fun12, Proposition 3.9]), but is also slightly more general (our µ can be any (`+ 1)-
tuple in Z`+1 satisfying µ`+1 = 0 rather than just a partition of length `; our gk, j
are not required to satisfy g0, j = 1; our p is not assumed to be positive). Note that
our definition of sµ, β in Proposition 3.7 is equivalent to the one in [Fun12], because
of [Fun12, (3.3)].

As promised, we can now easily derive Proposition 3.7 from Corollary 3.6:

Proof of Proposition 3.7. Set n := `+ 1. Set

hk, i := gk, β′i−µi+k for every k ∈ Z and i ∈ [n] .

Then, (35) entails that hk, n = 0 for all k < 0. Furthermore, using µn = µ`+1 = 0
and β′n = β′`+1 = q− p, we obtain hp, n = gp, (q−p)−0+p = gp, q.
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For any m ∈ {0, 1, . . . , n} and any λ ∈ Zm, we define sλ ∈ R as in Corollary 3.6.
Thus, (34) (with the summation index β renamed as δ) yields

hp, n · sµ = ∑
δ∈Nn;
|δ|=p

sµ+δ. (36)

However, let us recall that hp, n = gp, q and n = `+ 1; furthermore, it is easy to
see that sµ = sµ, β and

sµ+δ = sµ+δ, β′+δ for each δ ∈N`+1.

Thus, (36) rewrites as
gp, q · sµ, β = ∑

δ∈N`+1;
|δ|=p

sµ+δ, β′+δ.

This proves Proposition 3.7.

3.5. Recovering the immaculate Pieri rule

Next, we shall exhibit [BBSSZ13, Theorem 3.5] as a consequence of Corollary 3.5.
To this aim, we will briefly introduce the relevant parts of the scene of [BBSSZ13,
Theorem 3.5]. We fix a commutative ring k, and we let NSym be the algebra of
noncommutative polynomials in countably many variables H1, H2, H3, . . . over k.
We also set H0 := 1 and Hk := 0 for all k < 0. For every m ∈ N and every α ∈ Zm,
we set

Hα := Hα1 Hα2 · · ·Hαm ∈ NSym .

For every m ∈N and every α ∈ Zm, we set

Sα := ∑
σ∈Sm

(−1)σ H(α1+σ(1)−1, α2+σ(2)−2, ..., αm+σ(m)−m) ∈ NSym .

(This is not how Sα is defined in [BBSSZ13], but it is an equivalent definition, be-
cause [BBSSZ13, Theorem 3.27] shows that the Sα from [BBSSZ13] is given by the
same formula.) Now, [BBSSZ13, Theorem 3.5] (the “right-Pieri rule for multiplica-
tion by Hs” in the terminology of [BBSSZ13]) states the following:

Proposition 3.8. Let n ∈N and α ∈ Zn. Let s ∈ Z. Then,

SαHs = ∑
β∈Zn+1;
|β|=|α|+s;

αi≤βi for all i∈[n];
0≤βn+1

Sβ.

October 6, 2021



The pre-Pieri rules page 25

(The conditions under the summation sign here are essentially what is denoted
by “α ⊂s β” in [BBSSZ13].)

To be fully precise, Proposition 3.8 is a bit more general than [BBSSZ13, Theorem
3.5], since α is assumed to be a composition (i.e., a tuple of positive integers) in
[BBSSZ13, Theorem 3.5], while we are only assuming that α ∈ Zn.

Proof of Proposition 3.8. Let R be the ring NSym. Set

hk, i := Hk ∈ R for each k ∈ Z and i ∈ Z.

Thus, hs, n+1 = Hs.
For any m ∈ {0, 1, . . . , n} and any λ ∈ Zm, we define sλ ∈ R as in Corollary 3.5.

(This sλ has nothing to do with the integer s.)
Let µ ∈ Zn+1 be the (n + 1)-tuple (α1, α2, . . . , αn, 0). Thus, µn+1 = 0 and |µ| = |α|.
Let µ = (µ1, µ2, . . . , µn) ∈ Zn. Thus, µ = α.
For each k < 0, we have

hk, n+1 = Hk (by the definition of hk, n+1)

= 0 (since k < 0) .

Thus, we have shown that hk, n+1 = 0 for all k < 0. Hence, Corollary 3.5 (applied
to n + 1 and s instead of n and p) yields

sµ · hs, n+1 = ∑
β∈Nn+1;
|β|=s

sµ+β.

In view of hs, n+1 = Hs and µ = α, we can rewrite this as

sα · Hs = ∑
β∈Nn+1;
|β|=s

sµ+β. (37)

It is easy to see (by comparing the definitions of Sλ and sλ) that

Sλ = sλ for any m ∈N and any λ ∈ Zm. (38)

Hence, (37) rewrites as
Sα · Hs = ∑

β∈Nn+1;
|β|=s

Sµ+β. (39)

Thus,
Sα · Hs = ∑

β∈Nn+1;
|β|=s

Sµ+β = ∑
γ∈Zn+1;
|γ|=|µ|+s;

µi≤γi for all i∈[n+1]

Sγ
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(here, we have substituted γ for µ + β in the sum, noticing that the conditions
under the new summation sign are precisely the conditions that guarantee that γ
has the form µ + β for some β ∈Nn+1 satisfying |β| = s). Hence,

Sα · Hs = ∑
γ∈Zn+1;
|γ|=|µ|+s;

µi≤γi for all i∈[n+1]

Sγ = ∑
γ∈Zn+1;
|γ|=|α|+s;

αi≤γi for all i∈[n];
0≤γn+1

Sγ

(here, we have rewritten the conditions under the summation sign in an equivalent
fashion, using the facts that µ = (α1, α2, . . . , αn, 0) and |µ| = |α|). Renaming the
summation index γ as β, we obtain precisely the claim of Proposition 3.8.

4. The second pre-Pieri rule

The “second pre-Pieri rule” structurally resembles the first, but involves a sum over
(a subset of) {0, 1}n instead of Nn. This is, of course, analogous to the relationship
between the elementary symmetric functions and the complete homogeneous sym-
metric functions, or the relationship between sets and multisets, or various other
“combinatorial reciprocities”.

4.1. The theorem

Before we state the second pre-Pieri rule, we observe that {0, 1}n ⊆ Zn for each
n ∈N.

Theorem 4.1 (second pre-Pieri rule). Let n ∈N and p ∈ {0, 1, . . . , n}. Let hk, i be
an element of R for all k ∈ Z and i ∈ [n].

For any α ∈ Zn, we define

tα := rowdet
((

hαi+j, i
)

i,j∈[n]

)
∈ R.

Let ξ be the n-tuple

(1, 2, . . . , n) +

0, 0, . . . , 0︸ ︷︷ ︸
n−p zeroes

, 1, 1, . . . , 1︸ ︷︷ ︸
p ones


= (1, 2, . . . , n− p, n− p + 2, n− p + 3, . . . , n + 1) ∈ Zn.

Let α ∈ Zn. Then,

∑
β∈{0,1}n;
|β|=p

tα+β = rowdet
((

hαi+ξ j, i

)
i,j∈[n]

)
. (40)
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Example 4.2. For this example, set n = 3 and p = 2, and let α ∈ Z3 be arbitrary.
Fix arbitrary elements hk, i ∈ R for all k ∈ Z and i ∈ [n]. Then, the n-tuple ξ
defined in Theorem 4.1 is (1, 2, 3) + (0, 1, 1) = (1, 3, 4). Hence, (40) says that

∑
β∈{0,1}3;
|β|=2

tα+β = rowdet
((

hαi+ξ j, i

)
i,j∈[3]

)
= rowdet

 hα1+1, 1 hα1+3, 1 hα1+4, 1
hα2+1, 2 hα2+3, 2 hα2+4, 2
hα3+1, 2 hα3+3, 2 hα3+4, 2

 .

The left hand side of this equality can be rewritten as

∑
β∈{0,1}3;
|β|=2

tα+β︸︷︷︸
=rowdet

((
h(α+β)i+j, i

)
i,j∈[3]

)
(by the definition of tα+β)

= ∑
β∈{0,1}3;
|β|=2

rowdet
((

h(α+β)i+j, i

)
i,j∈[3]

)

= ∑
β∈{0,1}3;
|β|=2

rowdet
((

hαi+βi+j, i
)

i,j∈[3]

)

(since (α + β)i = αi + βi for all i ∈ [3])

= ∑
β∈{0,1}3;
|β|=2

rowdet

 hα1+β1+1, 1 hα1+β1+2, 1 hα1+β1+3, 1

hα2+β2+1, 2 hα2+β2+2, 2 hα2+β2+3, 2

hα3+β3+1, 3 hα3+β3+2, 3 hα3+β3+3, 3
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= rowdet

 hα1+1+1, 1 hα1+1+2, 1 hα1+1+3, 1
hα2+1+1, 2 hα2+1+2, 2 hα2+1+3, 2
hα3+0+1, 3 hα3+0+2, 3 hα3+0+3, 3


+ rowdet

 hα1+1+1, 1 hα1+1+2, 1 hα1+1+3, 1
hα2+0+1, 2 hα2+0+2, 2 hα2+0+3, 2
hα3+1+1, 3 hα3+1+2, 3 hα3+1+3, 3


+ rowdet

 hα1+0+1, 1 hα1+0+2, 1 hα1+0+3, 1
hα2+1+1, 2 hα2+1+2, 2 hα2+1+3, 2
hα3+1+1, 3 hα3+1+2, 3 hα3+1+3, 3


(

since there are exactly three 2-tuples β ∈ {0, 1}3

satisfying |β| = 2, namely (1, 1, 0) , (1, 0, 1) and (0, 1, 1)

)

= rowdet

 hα1+2, 1 hα1+3, 1 hα1+4, 1
hα2+2, 2 hα2+3, 2 hα2+4, 2
hα3+1, 3 hα3+2, 3 hα3+3, 3


+ rowdet

 hα1+2, 1 hα1+3, 1 hα1+4, 1
hα2+1, 2 hα2+2, 2 hα2+3, 2
hα3+2, 3 hα3+3, 3 hα3+4, 3


+ rowdet

 hα1+1, 1 hα1+2, 1 hα1+3, 1
hα2+2, 2 hα2+3, 2 hα2+4, 2
hα3+2, 3 hα3+3, 3 hα3+4, 3

 .

Therefore, (7) rewrites as

rowdet

 hα1+2, 1 hα1+3, 1 hα1+4, 1
hα2+2, 2 hα2+3, 2 hα2+4, 2
hα3+1, 3 hα3+2, 3 hα3+3, 3


+ rowdet

 hα1+2, 1 hα1+3, 1 hα1+4, 1
hα2+1, 2 hα2+2, 2 hα2+3, 2
hα3+2, 3 hα3+3, 3 hα3+4, 3


+ rowdet

 hα1+1, 1 hα1+2, 1 hα1+3, 1
hα2+2, 2 hα2+3, 2 hα2+4, 2
hα3+2, 3 hα3+3, 3 hα3+4, 3


= rowdet

 hα1+1, 1 hα1+3, 1 hα1+4, 1
hα2+1, 2 hα2+3, 2 hα2+4, 2
hα3+1, 2 hα3+3, 2 hα3+4, 2

 .

This is easy to check directly by expanding all four row-determinants.
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4.2. The proof

Our proof of the second pre-Pieri rule will be similar to that of the first.
Again, we will use Definition 2.3 and Definition 2.6. Again, several lemmas will

be used. The first is an analogue of Lemma 2.8:

Lemma 4.3. Let n ∈N. Let q ∈ Z and ν ∈ Zn and ξ ∈ Zn satisfy |ν| = |ξ| and

{ν1, ν2, . . . , νn} ⊆ {ξ1, ξ2, . . . , ξn} ∪ {q} and |{ν1, ν2, . . . , νn}| = n.

Then, there exists some permutation π ∈ Sn satisfying ν = ξ ◦ π.

Proof of Lemma 4.3. Set ξn+1 := q. Thus, {ν1, ν2, . . . , νn} ⊆ {ξ1, ξ2, . . . , ξn} ∪ {q}
rewrites as

{ν1, ν2, . . . , νn} ⊆ {ξ1, ξ2, . . . , ξn+1} . (41)

The n numbers ν1, ν2, . . . , νn are distinct (since |{ν1, ν2, . . . , νn}| = n). Furthermore,
each of these n numbers appears in the (n + 1)-tuple (ξ1, ξ2, . . . , ξn+1) (by (41)).
Since these n numbers are distinct, they must therefore appear as n distinct entries
in this (n + 1)-tuple. Thus, they must be the entries ξ1, ξ2, . . . , ξp−1, ξp+1, ξp+2, . . . , ξn+1
in some order, where p is some element of [n + 1]. Consider this p.

Now,

|ν| = |ξ| = ξ1 + ξ2 + · · ·+ ξn = (ξ1 + ξ2 + · · ·+ ξn+1)− ξn+1.

Comparing this with

|ν| = ν1 + ν2 + · · ·+ νn = ξ1 + ξ2 + · · ·+ ξp−1 + ξp+1 + ξp+2 + · · ·+ ξn+1(
since the n numbers ν1, ν2, . . . , νn are

the numbers ξ1, ξ2, . . . , ξp−1, ξp+1, ξp+2, . . . , ξn+1 in some order

)
= (ξ1 + ξ2 + · · ·+ ξn+1)− ξp,

we obtain (ξ1 + ξ2 + · · ·+ ξn+1) − ξn+1 = (ξ1 + ξ2 + · · ·+ ξn+1) − ξp. In other
words, ξp = ξn+1. Hence, the numbers ξ1, ξ2, . . . , ξp−1, ξp+1, ξp+2, . . . , ξn+1 are pre-
cisely the numbers ξ1, ξ2, . . . , ξn (up to order). Since the n numbers ν1, ν2, . . . , νn are
the numbers ξ1, ξ2, . . . , ξp−1, ξp+1, ξp+2, . . . , ξn+1 in some order, we thus conclude
that the n numbers ν1, ν2, . . . , νn are the numbers ξ1, ξ2, . . . , ξn in some order. In
other words, the n-tuple ν is obtained from ξ by permuting the entries. This proves
Lemma 4.3.

We shall furthermore use the following notation:

Definition 4.4. Let u and v be two integers. We write “u D v” if and only if
u− v ∈ {0, 1}.

Thus, for example, 2 D 2 and 2 D 1, but we don’t have 2 D 0.
We need the following simple lemma:
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Lemma 4.5. Let n ∈N and p ∈ {0, 1, . . . , n}. Let ξ be the n-tuple

(1, 2, . . . , n) +

0, 0, . . . , 0︸ ︷︷ ︸
n−p zeroes

, 1, 1, . . . , 1︸ ︷︷ ︸
p ones


= (1, 2, . . . , n− p, n− p + 2, n− p + 3, . . . , n + 1) ∈ Zn.

Let σ ∈ Sn be a permutation such that σ 6= id (where id denotes the identity map
[n]→ [n]). Then,

n

∏
i=1

[ξi D σ (i)] = 0.

Proof of Lemma 4.5. The definition of ξ shows that

ξi = i for each i ∈ {1, 2, . . . , n− p} (42)

and
ξi = i + 1 for each i ∈ {n− p + 1, n− p + 2, . . . , n} . (43)

We assumed that σ 6= id. Hence, there exists some i ∈ [n] such that σ (i) 6= i. Let
a be the smallest such i, and let b be the largest such i. Then, σ (a) > a 9 and
σ (b) < b 10 and a ≤ b 11.

Now, we are in one of the following two cases:
Case 1: We have a ≤ n− p.
Case 2: We have a > n− p.
Let us first consider Case 1. In this case, we have a ≤ n − p. Thus, a ∈
{1, 2, . . . , n− p}. Hence, (42) (applied to i = a) yields ξa = a < σ (a) (since
σ (a) > a), so that ξa− σ (a) < 0. Hence, we do not have ξa D σ (a) (since ξa D σ (a)
would mean that ξa − σ (a) ∈ {0, 1}, which would contradict ξa − σ (a) < 0). In
other words, we have [ξa D σ (a)] = 0.

Therefore,
n
∏
i=1

[ξi D σ (i)] = 0 (since [ξa D σ (a)] is one of the factors of the prod-

uct
n
∏
i=1

[ξi D σ (i)]). Thus, Lemma 4.5 is proved in Case 1.

Let us next consider Case 2. In this case, we have a > n− p. Thus, b ≥ a > n− p,
so that b ∈ {n− p + 1, n− p + 2, . . . , n}. Hence, (43) (applied to i = b) yields
ξb = b + 1. However, recall that σ (b) < b. Thus, ξb︸︷︷︸

=b+1

− σ (b)︸︷︷︸
<b

> (b + 1) − b =

1. Therefore, we do not have ξb D σ (b) (because ξb D σ (b) would mean that

9Proof. We have σ (a) 6= a (since a is an i ∈ [n] such that σ (i) 6= i). Thus, σ (σ (a)) 6= σ (a) (since σ
is a permutation and therefore injective). Hence, σ (a) is an i ∈ [n] such that σ (i) 6= i. Since a is
the smallest such i, we thus conclude that σ (a) ≥ a. Hence, σ (a) > a (since σ (a) 6= a).

10The proof of this is similar to the proof we just gave for σ (a) > a.
11since a is the smallest i ∈ [n] such that σ (i) 6= i, while b is the largest such i
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ξb − σ (b) ∈ {0, 1}, which would contradict ξb − σ (b) > 1). In other words, we
have [ξb D σ (b)] = 0.

Therefore,
n
∏
i=1

[ξi D σ (i)] = 0 (since [ξb D σ (b)] is one of the factors of the prod-

uct
n
∏
i=1

[ξi D σ (i)]). Thus, Lemma 4.5 is proved in Case 2.

We have now proved Lemma 4.5 in both Cases 1 and 2. Hence, the proof of
Lemma 4.5 is complete.

The following lemma is an analogue of Lemma 2.9:

Lemma 4.6. Let n ∈N and p ∈ {0, 1, . . . , n}. Let ξ be the n-tuple

(1, 2, . . . , n) +

0, 0, . . . , 0︸ ︷︷ ︸
n−p zeroes

, 1, 1, . . . , 1︸ ︷︷ ︸
p ones


= (1, 2, . . . , n− p, n− p + 2, n− p + 3, . . . , n + 1) ∈ Zn.

Let ν ∈ Zn be an n-tuple satisfying |ν| = |ξ|. Then,

det
(
([νi D j])i,j∈[n]

)
= ∑

σ∈Sn;
ν=ξ◦σ

(−1)σ . (44)

Note that the matrix ([νi D j])i,j∈[n] in (44) is a matrix with integer entries; thus,
its determinant is a well-defined integer.

Before we prove Lemma 4.6, a remark is in order:

Remark 4.7. The sum ∑
σ∈Sn;
ν=ξ◦σ

(−1)σ on the right hand side of (44) always has either

no addends or only one addend. (Indeed, it is easy to see that the n-tuples ξ ◦ σ
for different σ ∈ Sn are distinct; thus, no more than one of these n-tuples can
equal ν.) Thus, this sum can be rewritten as{

(−1)σ , if ν = ξ ◦ σ for some σ ∈ Sn;
0, otherwise.

Proof of Lemma 4.6. The definition of ξ yields

ξ = (1, 2, . . . , n) +

0, 0, . . . , 0︸ ︷︷ ︸
n−p zeroes

, 1, 1, . . . , 1︸ ︷︷ ︸
p ones


= (1, 2, . . . , n− p, n− p + 2, n− p + 3, . . . , n + 1) .
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Thus,

(ξ1, ξ2, . . . , ξn)

= ξ = (1, 2, . . . , n− p, n− p + 2, n− p + 3, . . . , n + 1) . (45)

In other words, we have

ξi = i for each i ∈ {1, 2, . . . , n− p} (46)

and
ξi = i + 1 for each i ∈ {n− p + 1, n− p + 2, . . . , n} . (47)

It follows easily that the n numbers ξ1, ξ2, . . . , ξn are distinct. Therefore, we have
|{ξ1, ξ2, . . . , ξn}| = n.

We are in one of the following three cases:
Case 1: We have {ν1, ν2, . . . , νn} 6⊆ [n + 1].
Case 2: We have |{ν1, ν2, . . . , νn}| 6= n.
Case 3: We have neither {ν1, ν2, . . . , νn} 6⊆ [n + 1] nor |{ν1, ν2, . . . , νn}| 6= n.

Let us first consider Case 1. In this case, we have {ν1, ν2, . . . , νn} 6⊆ [n + 1]. In
other words, there exists some k ∈ [n] such that νk /∈ [n + 1]. Consider this k. Then,
[νk D j] = 0 for each j ∈ [n] (since νk D j would entail νk ∈ {j, j + 1} ⊆ [n + 1],
contradicting νk /∈ [n + 1]). Hence, the matrix ([νi D j])i,j∈[n] has a zero row (namely,
the k-th row); therefore, the determinant of this matrix is 0. In other words,

det
(
([νi D j])i,j∈[n]

)
= 0. (48)

On the other hand, the n-tuple ν contains the entry νk (obviously), whereas the
n-tuple ξ does not (since νk /∈ [n + 1], but all entries of ξ belong to [n + 1]). Thus,
the n-tuple ν is not a permutation of the n-tuple ξ. In other words, there exists no
σ ∈ Sn satisfying ν = ξ ◦ σ. Hence,

∑
σ∈Sn;
ν=ξ◦σ

(−1)σ = (empty sum) = 0.

Comparing this with (48), we obtain det
(
([νi D j])i,j∈[n]

)
= ∑

σ∈Sn;
ν=ξ◦σ

(−1)σ. Thus,

Lemma 4.6 is proved in Case 1.

Let us next consider Case 2. In this case, we have |{ν1, ν2, . . . , νn}| 6= n. Thus,
two of the numbers ν1, ν2, . . . , νn are equal. Hence, the corresponding two rows of
the matrix ([νi D j])i,j∈[n] are equal. Thus, this matrix ([νi D j])i,j∈[n] has two equal
rows, and therefore its determinant is 0. In other words,

det
(
([νi D j])i,j∈[n]

)
= 0. (49)
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On the other hand, the n-tuple ν contains two equal entries (since two of the num-
bers ν1, ν2, . . . , νn are equal), whereas the n-tuple ξ does not (since ξ1, ξ2, . . . , ξn are
distinct). Thus, the n-tuple ν is not a permutation of the n-tuple ξ. In other words,
there exists no σ ∈ Sn satisfying ν = ξ ◦ σ. Hence,

∑
σ∈Sn;
ν=ξ◦σ

(−1)σ = (empty sum) = 0.

Comparing this with (49), we obtain det
(
([νi D j])i,j∈[n]

)
= ∑

σ∈Sn;
ν=ξ◦σ

(−1)σ. Thus,

Lemma 4.6 is proved in Case 2.

Finally, let us consider Case 3. In this case, we have neither {ν1, ν2, . . . , νn} 6⊆
[n + 1] nor |{ν1, ν2, . . . , νn}| 6= n. In other words, we have {ν1, ν2, . . . , νn} ⊆ [n + 1]
and |{ν1, ν2, . . . , νn}| = n.

Note that

{ν1, ν2, . . . , νn} ⊆ [n + 1] = {ξ1, ξ2, . . . , ξn} ∪ {n− p + 1}

(since (45) shows that ξ1, ξ2, . . . , ξn are precisely the numbers 1, 2, . . . , n + 1 except
for n− p + 1). Thus, Lemma 4.3 (applied to q = n− p + 1) yields that there exists
some permutation π ∈ Sn satisfying ν = ξ ◦ π. Consider this π.

Thus, π is a permutation σ ∈ Sn satisfying ν = ξ ◦ σ. Furthermore, it is easy to
see that π is the only such permutation σ (because the n numbers ξ1, ξ2, . . . , ξn are
distinct)12. Hence, the sum ∑

σ∈Sn;
ν=ξ◦σ

(−1)σ has only one addend, namely the addend

for σ = π. Thus,
∑

σ∈Sn;
ν=ξ◦σ

(−1)σ = (−1)π . (50)

From ν = ξ ◦ π, we easily obtain

det
(
([νi D j])i,j∈[n]

)
= (−1)π · det

(
([ξi D j])i,j∈[n]

)
. (51)

(Indeed, this can be proved just as we showed (16), except that η and the ≥ sign
are replaced by ξ and the D sign.)

12Here is the argument in more detail: Recall that the n numbers ξ1, ξ2, . . . , ξn are distinct. There-
fore, if σ ∈ Sn is a permutation distinct from π, then Proposition 2.5 (applied to η = ξ) shows
that ξ ◦ σ 6= ξ ◦ π = ν, so that ν 6= ξ ◦ σ. Hence, the only permutation σ ∈ Sn satisfying ν = ξ ◦ σ
is π.

October 6, 2021



The pre-Pieri rules page 34

However, the definition of the determinant of a matrix yields

det
(
([ξi D j])i,j∈[n]

)
= ∑

σ∈Sn

(−1)σ
n

∏
i=1

[ξi D σ (i)]

= (−1)id︸ ︷︷ ︸
=1

n

∏
i=1

ξi D id (i)︸ ︷︷ ︸
=i

+ ∑
σ∈Sn;
σ 6=id

(−1)σ
n

∏
i=1

[ξi D σ (i)]︸ ︷︷ ︸
=0

(by Lemma 4.5)(
here, we have split off the addend

for σ = id from the sum (since id ∈ Sn)

)
=

n

∏
i=1

[ξi D i]︸ ︷︷ ︸
=1

(this follows easily
from (46) and (47))

+ ∑
σ∈Sn;
σ 6=id

(−1)σ 0

︸ ︷︷ ︸
=0

=
n

∏
i=1

1 = 1.

Thus, (51) becomes

det
(
([νi D j])i,j∈[n]

)
= (−1)π · det

(
([ξi D j])i,j∈[n]

)
︸ ︷︷ ︸

=1

= (−1)π = ∑
σ∈Sn;
ν=ξ◦σ

(−1)σ

(by (50)). Thus, Lemma 4.6 is proved in Case 3.

We have now proved Lemma 4.6 in all three Cases 1, 2 and 3. This completes the
proof of Lemma 4.6.

Our next lemma is an analogue to Lemma 2.11:

Lemma 4.8. Let n ∈N. For any permutation σ ∈ Sn, we let σ denote the n-tuple
(σ (1) , σ (2) , . . . , σ (n)) ∈ Zn.

Let ν ∈ Zn be an n-tuple. Then,

det
(
([νi D j])i,j∈[n]

)
= ∑

σ∈Sn;
ν−σ∈{0,1}n

(−1)σ .

Proof of Lemma 4.8. This proof is similar to the above proof of Lemma 2.11; we leave
the necessary changes to the reader.

We can now prove Theorem 4.1:

Proof of Theorem 4.1. The first step is to check that |ξ| = (1 + 2 + · · ·+ n) + p. The
rest of the proof is a straightforward modification of the above proof of Theorem
2.1 (Lemmas 4.6 and 4.8 have to be applied instead of Lemmas 2.9 and 2.11). We
leave the details to the reader.
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4.3. Corollaries

Several corollaries can be obtained from Theorem 4.1 in the same way as we did
above with Theorem 2.1. Here is an analogue of Corollary 3.1:

Corollary 4.9. Let n ∈ N and p ∈ {0, 1, . . . , n}. Let q = n − p. Let hk, i be an
element of R for all k ∈ Z and i ∈ [n]. Assume that

hk, i = 0 for all k < 0 and i > q. (52)

For any α ∈ Zn, we define

tα := rowdet
((

hαi+j, i
)

i,j∈[n]

)
∈ R.

Let α ∈ Zn. Assume that

αi < −q for each i > q. (53)

Then,

∑
β∈{0,1}n;
|β|=p

tα+β = rowdet
((

hαi+j, i
)

i,j∈[q]

)
· rowdet

((
hαq+i+q+j+1, q+i

)
i,j∈[p]

)
.

This can be derived from Theorem 4.1 using the following lemma (which gener-
alizes both our Lemma 3.2 and [Grinbe15, Exercise 6.29], although it is stated in a
rather different way):

Lemma 4.10. Let n ∈ N. Let A =
(
ai,j
)

i,j∈[n] ∈ Rn×n be an n × n-matrix. Let
k ∈ {0, 1, . . . , n}. Assume that

ai,j = 0 for every i ∈ {k + 1, k + 2, . . . , n} and j ∈ {1, 2, . . . , k} .

Then,

rowdet A = rowdet
((

ai,j
)

i,j∈[k]

)
· rowdet

((
ak+i,k+j

)
i,j∈[n−k]

)
.

Example 4.11. For n = 4 and k = 2, Lemma 4.10 is saying that

rowdet


a1,1 a1,2 a1,3 a1,4
a2,1 a2,2 a2,3 a2,4
0 0 a3,3 a3,4
0 0 a4,3 a4,4

 = rowdet
(

a1,1 a1,2
a2,1 a2,2

)
· rowdet

(
a3,3 a3,4
a4,3 a4,4

)
.

October 6, 2021



The pre-Pieri rules page 36

Proof of Lemma 4.10. This is a straightforward generalization of [Grinbe15, Exercise
6.29], and can be proved in the same way (as long as the requisite attention is
paid to the order of factors in products, since the ring R is not required to be
commutative13). We leave the details to the reader.

We can now easily derive Corollary 4.9 from Theorem 4.1:

Proof of Corollary 4.9. We have q = n − p ∈ {0, 1, . . . , n} (since p ∈ {0, 1, . . . , n}).
From q = n− p, we obtain n− q = p and q + p = n.

Define an n-tuple ξ ∈ Zn as in Theorem 4.1. Then, Theorem 4.1 yields

∑
β∈{0,1}n;
|β|=p

tα+β = rowdet
((

hαi+ξ j, i

)
i,j∈[n]

)
. (54)

However, the definition of ξ yields

ξ = (1, 2, . . . , n− p, n− p + 2, n− p + 3, . . . , n + 1)
= (1, 2, . . . , q, q + 2, q + 3, . . . , n + 1) (since n− p = q) .

Hence,
ξk = k for each k ∈ {1, 2, . . . , q} (55)

and
ξk = k + 1 for each k ∈ {q + 1, q + 2, . . . , n} . (56)

Now, it is easy to see that

hαi+ξ j, i = 0 for every i ∈ {q + 1, q + 2, . . . , n} and j ∈ {1, 2, . . . , q}

(because if i ∈ {q + 1, q + 2, . . . , n} and j ∈ {1, 2, . . . , q}, then (55) yields ξ j = j ≤ q,
whereas (53) yields αi < −q, so that αi︸︷︷︸

<−q

+ ξ j︸︷︷︸
≤q

< −q + q = 0, and therefore (52)

13This means, in particular, that some products in [Grinbe15, solution to Exercise 6.29] need to be
reordered (and the finite product notation ∏

i∈I
ai needs to be understood as the product of the

ai in the order of increasing i). Furthermore, instead of using [Grinbe15, Theorem 6.82 (a)], we
need to use the fact that any n× n-matrix A =

(
ai,j
)

i,j∈[n] with n > 0 satisfies

rowdet A =
n

∑
q=1

(−1)n+q rowdet
(

A∼n,∼q
)
· an,q.

(This generalizes the p = n case of [Grinbe15, Theorem 6.82 (a)] to the case of noncommutative
R. The general case of [Grinbe15, Theorem 6.82 (a)] cannot be generalized to noncommutative
R, but fortunately we only need the p = n case in our proof.)

October 6, 2021



The pre-Pieri rules page 37

(applied to k = αi + ξ j) yields hαi+ξ j, i = 0). Therefore, Lemma 4.10 (applied to

ai,j = hαi+ξ j, i and A =
(

hαi+ξ j, i

)
i,j∈[n]

and k = q) yields

rowdet
((

hαi+ξ j, i

)
i,j∈[n]

)
= rowdet

((
hαi+ξ j, i

)
i,j∈[q]

)
︸ ︷︷ ︸

=(hαi+j, i)i,j∈[q]
(since (55) yields ξ j=j

for j∈[q])

· rowdet
((

hαq+i+ξq+j, q+i

)
i,j∈[n−q]

)
︸ ︷︷ ︸

=
(

hαq+i+q+j+1, q+i

)
i,j∈[n−q]

(since (56) yields ξq+j=q+j+1
for j∈[n−q])

= rowdet
((

hαi+j, i
)

i,j∈[q]

)
· rowdet

((
hαq+i+q+j+1, q+i

)
i,j∈[n−q]

)
= rowdet

((
hαi+j, i

)
i,j∈[q]

)
· rowdet

((
hαq+i+q+j+1, q+i

)
i,j∈[p]

)
(since n− q = p). Combining this with (54), we obtain

∑
β∈{0,1}n;
|β|=p

tα+β = rowdet
((

hαi+ξ j, i

)
i,j∈[n]

)

= rowdet
((

hαi+j, i
)

i,j∈[q]

)
· rowdet

((
hαq+i+q+j+1, q+i

)
i,j∈[p]

)
.

This proves Corollary 4.9.

Next, let us state a counterpart to Corollary 3.5:

Corollary 4.12. Let n ∈ N and p ∈ {0, 1, . . . , n}. Let q = n− p. Let hk, i be an
element of R for all k ∈ Z and i ∈ [n]. Assume that

hk, n = 0 for all k < 0.

For any m ∈ {0, 1, . . . , n} and any λ ∈ Zm, we define

sλ := rowdet
((

hλi+j−i, i
)

i,j∈[m]

)
∈ R.

Set
ep, q := rowdet

((
h1+j−i, q+i

)
i,j∈[p]

)
∈ R.

Fix an n-tuple µ ∈ Zn. Assume that

µi = 0 for all i > q. (57)

Let µ =
(
µ1, µ2, . . . , µq

)
. Then,

sµ · ep, q = ∑
β∈{0,1}n;
|β|=p

sµ+β.
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Proof of Corollary 4.12. This follows from Corollary 4.9 in the same way as Corollary
3.5 follows from Corollary 3.1 (i.e., by setting α = (µ1 − 1, µ2 − 2, . . . , µn − n) and
rewriting all determinants involved).

Counterparts to Corollary 3.4 and Corollary 3.6 can be stated as well, but we omit
them to save space. (They are trivial consequences of Corollary 4.9 and Corollary
4.12.)

We note that (6) is the particular case of Corollary 4.12 for R = Λ, hk, i = hk and
µ = λ.

5. A pre-LR rule?

We have now proved two fairly general determinantal identities – Theorem 2.1
and Theorem 4.1 – and seen some of their consequences. Anyone familiar with
symmetric functions will likely view these two identities as two “antipodal” state-
ments, in the sense in which the complete homogeneous symmetric functions are
“antipodal” to the elementary symmetric functions.14 The latter “antipodality” can
be understood particularly well by viewing both families of symmetric functions
as corner cases of Schur functions (see, e.g., [Stanle01, Chapter 7] or [Macdon95,
§I.3]). It is thus natural to ask whether our determinantal identities can be viewed
as corner cases of something more general, too:

Question 5.1. Is there a common generalization of Theorem 2.1 and Theorem
4.1?

Such a generalization might resemble (perhaps even generalize) the “immacu-
late Littlewood–Richardson rule” of Berg, Bergeron, Saliola, Serrano and Zabrocki
([BBSSZ15, Theorem 7.3]). Indeed, as we have seen above (in our proof of Propo-
sition 3.8), the “right-Pieri rule” [BBSSZ13, Theorem 3.5] is a particular case of our
Theorem 2.1; one can likewise derive a “second right-Pieri rule” (with Es = S(1s)
taking the place of Hs) from our Theorem 4.1. Both of these “right-Pieri rules” are
particular cases of the “immaculate Littlewood–Richardson rule”. Thus, it is not
too outlandish to suspect that the latter rule can, too, be viewed as a particular case
of a (noncommutative) determinantal identity.

A step in the general direction of such a generalization appears to be the follow-
ing proposition:

14The analogy strikes the eye from many directions: The summation signs ∑
β∈Nn ;
|β|=p

and ∑
β∈{0,1}n ;
|β|=p

in

Theorem 2.1 and Theorem 4.1 are precisely the ones that appear in the definitions of the re-
spective symmetric functions; the determinant ep, q in Corollary 4.12 is a rather straightforward
generalization of the Jacobi–Trudi determinant for the p-th elementary symmetric function; and
so on.
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Proposition 5.2. Let n ∈N. Let hk, i be an element of R for all k ∈ Z and i ∈ [n].
Let B be a finite set of n-tuples β ∈ Zn. Assume that this set B is invariant

under the right Sn-action on Zn. (This Sn-action was introduced in Definition
2.3.)

For any α ∈ Zn, we define

tα := rowdet
((

hαi+j, i
)

i,j∈[n]

)
∈ R.

Let α ∈ Zn. Then, there exists a family (λγ)γ∈Zn of coefficients λγ ∈ Z such
that all but finitely many γ ∈ Zn satisfy λγ = 0, and such that

∑
β∈B

tα+β = ∑
γ∈Zn

λγ rowdet
((

hαi+γj, i

)
i,j∈[n]

)
. (58)

Proof of Proposition 5.2 (sketched). Define the ring

N := Z 〈Xk, i | k ∈ Z and i ∈ [n]〉 .

This is the ring of noncommutative polynomials over Z in the variables Xk, i for all
k ∈ Z and i ∈ [n].

A noncommutative monomial in N will be called multilinear if it has the form
Xp1, 1Xp2, 2 · · ·Xpn, n for some p ∈ Zn. Let Nmult denote the Z-linear span of all
multilinear monomials in N. The symmetric group Sn acts Z-linearly on this Z-
submodule Nmult from the right according to the rule(

Xp1, 1Xp2, 2 · · ·Xpn, n
)
· τ = Xpτ(1), 1Xpτ(2), 2 · · ·Xpτ(n), n (59)

(for all multilinear monomials Xp1, 1Xp2, 2 · · ·Xpn, n and all τ ∈ Sn).
An element p ∈ Nmult will be called antisymmetric if each τ ∈ Sn satisfies p · τ =

(−1)τ p. Let Nsign denote the set of all antisymmetric elements p ∈ Nmult; this is a
Z-submodule of Nmult.

For each α ∈ Zn, we define

Tα := rowdet
((

Xαi+j, i
)

i,j∈[n]

)
∈ N.

It is easy to see that Tα ∈ Nmult for each α ∈ Zn. Hence, ∑
β∈B

Tβ ∈ Nmult. Set

TB := ∑
β∈B

Tβ. (60)

We shall now show that TB ∈ Nsign.
[Proof: We have TB = ∑

β∈B
Tβ ∈ Nmult. It thus remains to show that TB is antisym-

metric, i.e., that each τ ∈ Sn satisfies TB · τ = (−1)τ TB.
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Let τ ∈ Sn be arbitrary. For each β ∈ Zn, we have

Tβ = rowdet
((

Xβi+j, i
)

i,j∈[n]

) (
by the definition of Tβ

)
= ∑

σ∈Sn

(−1)σ Xβ1+σ(1), 1Xβ2+σ(2), 2 · · ·Xβn+σ(n), n (61)

and thus

Tβ · τ

=

(
∑

σ∈Sn

(−1)σ Xβ1+σ(1), 1Xβ2+σ(2), 2 · · ·Xβn+σ(n), n

)
· τ

= ∑
σ∈Sn

(−1)σ
(

Xβ1+σ(1), 1Xβ2+σ(2), 2 · · ·Xβn+σ(n), n

)
· τ︸ ︷︷ ︸

=Xβτ(1)+σ(τ(1)), 1Xβτ(2)+σ(τ(2)), 2···Xβτ(n)+σ(τ(n)), n

(by (59))

= ∑
σ∈Sn

(−1)σ Xβτ(1)+σ(τ(1)), 1Xβτ(2)+σ(τ(2)), 2 · · ·Xβτ(n)+σ(τ(n)), n

= ∑
σ∈Sn

(−1)σ X(β·τ)1+(σ◦τ)(1), 1X(β·τ)2+(σ◦τ)(2), 2 · · ·X(β·τ)n+(σ◦τ)(n), n(
since βτ(i) = (β · τ)i and σ (τ (i)) = (σ ◦ τ) (i) for each i

)
= ∑

σ∈Sn

(−1)σ◦τ−1︸ ︷︷ ︸
=(−1)σ(−1)τ

X(β·τ)1+σ(1), 1X(β·τ)2+σ(2), 2 · · ·X(β·τ)n+σ(n), n

(here, we have substituted σ for σ ◦ τ in the sum)

= (−1)τ ∑
σ∈Sn

(−1)σ X(β·τ)1+σ(1), 1X(β·τ)2+σ(2), 2 · · ·X(β·τ)n+σ(n), n︸ ︷︷ ︸
=Tβ·τ

(by (61), applied to β·τ instead of β)

= (−1)τ · Tβ·τ. (62)

Now, from (60), we obtain

TB · τ =

(
∑
β∈B

Tβ

)
· τ = ∑

β∈B
Tβ · τ︸ ︷︷ ︸

=(−1)τ ·Tβ·τ
(by (62))

= ∑
β∈B

(−1)τ · Tβ·τ = (−1)τ · ∑
β∈B

Tβ·τ

= (−1)τ · ∑
β∈B

Tβ︸ ︷︷ ︸
=TB

 here, we have substituted β for β · τ in the sum,
since the map B→ B, β 7→ β · τ is a bijection
(because B is invariant under the Sn-action)


= (−1)τ TB.

October 6, 2021



The pre-Pieri rules page 41

This completes our proof of TB ∈ Nsign.]

On the other hand, we claim the following:

Claim 1: Each p ∈ Nsign is a Z-linear combination of the row-determinants

rowdet
((

Xγj, i

)
i,j∈[n]

)
with γ ∈ Zn.

Before we prove this, let us note that all these row-determinants

rowdet
((

Xγj, i

)
i,j∈[n]

)
actually belong to Nsign (since each γ ∈ Zn satisfies

rowdet
((

Xγj, i

)
i,j∈[n]

)
= ∑

σ∈Sn

(−1)σ Xγσ(1), 1Xγσ(2), 2 · · ·Xγσ(n), n︸ ︷︷ ︸
=(Xγ1, 1Xγ2, 2···Xγn , n)·σ

(by (59))

= ∑
σ∈Sn

(−1)σ (Xγ1, 1Xγ2, 2 · · ·Xγn, n
)
· σ,

which easily yields that rowdet
((

Xγj, i

)
i,j∈[n]

)
∈ Nsign); thus, Claim 1 shows that

these row-determinants span the Z-module Nsign. However, we will not need this.

[Proof of Claim 1: Let p ∈ Nsign. We shall show that p is a Z-linear combination

of the row-determinants rowdet
((

Xγj, i

)
i,j∈[n]

)
.

We know that p is antisymmetric (since p ∈ Nsign). In other words, each σ ∈ Sn
satisfies

p · σ = (−1)σ p. (63)

On the other hand, p ∈ Nsign ⊆ Nmult. Hence, we can write p as a Z-linear
combination of multilinear monomials (by the definition of Nmult). In other words,

p = ∑
α∈Zn

µαXα1, 1Xα2, 2 · · ·Xαn, n (64)

for some scalars µα ∈ Z (almost all of them 0). These scalars µα must furthermore
satisfy

µα·σ = (−1)σ · µα for all α ∈ Zn and all σ ∈ Sn (65)

(by comparing coefficients in (63)). Hence, we have µα = 0 for any n-tuple α ∈
Zn that has at least two equal entries (because for any such α, there exists some
transposition σ ∈ Sn such that α · σ = α, so that the equality (65) simplifies to
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µα = (−1)σ︸ ︷︷ ︸
=−1

·µα = −µα, and therefore we have µα = 0). Therefore, (64) simplifies to

p = ∑
α∈Zn;

all entries of α are distinct

µαXα1, 1Xα2, 2 · · ·Xαn, n

= ∑
γ∈Zn;

γ1<γ2<···<γn

∑
σ∈Sn

µγ·σ︸︷︷︸
=(−1)σµγ

(by (65))

Xγσ(1), 1Xγσ(2), 2 · · ·Xγσ(n), n

(
here, we have split the sum according to the n-tuple γ
obtained by sorting the n-tuple α in increasing order

)
= ∑

γ∈Zn;
γ1<γ2<···<γn

∑
σ∈Sn

(−1)σ µγXγσ(1), 1Xγσ(2), 2 · · ·Xγσ(n), n

= ∑
γ∈Zn;

γ1<γ2<···<γn

µγ ∑
σ∈Sn

(−1)σ Xγσ(1), 1Xγσ(2), 2 · · ·Xγσ(n), n︸ ︷︷ ︸
=rowdet

((
Xγj , i

)
i,j∈[n]

)

= ∑
γ∈Zn;

γ1<γ2<···<γn

µγ rowdet
((

Xγj, i

)
i,j∈[n]

)
.

This equality shows that p is a Z-linear combination of the row-determinants

rowdet
((

Xγj, i

)
i,j∈[n]

)
. This completes our proof of Claim 1.]

Now, recall that TB ∈ Nsign. Hence, Claim 1 shows that TB is a Z-linear combina-

tion of the row-determinants rowdet
((

Xγj, i

)
i,j∈[n]

)
with γ ∈ Zn. In other words,

there exists a family (λγ)γ∈Zn of coefficients λγ ∈ Z such that all but finitely many
γ ∈ Zn satisfy λγ = 0, and such that

TB = ∑
γ∈Zn

λγ rowdet
((

Xγj, i

)
i,j∈[n]

)
. (66)

Consider this family (λγ)γ∈Zn . We shall now show that this family also satisfies
(58).

Indeed, consider the ring homomorphism f : N → R that sends each Xk, i to
hαi+k, i. (This clearly exists by the universal property of the free Z-algebra N.) For
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each β ∈ Zn, we have

f
(
Tβ

)
= f

(
rowdet

((
Xβi+j, i

)
i,j∈[n]

)) (
by the definition of Tβ

)
= rowdet

((
f
(
Xβi+j, i

))
i,j∈[n]

)
(since f is a ring homomorphism)

= rowdet
((

h(α+β)i+j, i

)
i,j∈[n]

)
(

because we have f
(
Xβi+j, i

)
= hαi+βi+j, i = h(α+β)i+j, i

for all i ∈ [n] and j ∈ [n]

)
= tα+β (67)

(by the definition of tα+β). Now, applying the homomorphism f to both sides of
the equality (60), we obtain

f (TB) = f

(
∑
β∈B

Tβ

)
= ∑

β∈B
f
(
Tβ

)︸ ︷︷ ︸
=tα+β

(by (67))

(since f is a ring homomorphism)

= ∑
β∈B

tα+β.

Hence, applying the homomorphism f to both sides of (66), we obtain

∑
β∈B

tα+β = ∑
γ∈Zn

λγ f
(

rowdet
((

Xγj, i

)
i,j∈[n]

))
︸ ︷︷ ︸

=rowdet
((

f
(

Xγj , i

))
i,j∈[n]

)
(since f is a ring homomorphism)

= ∑
γ∈Zn

λγ rowdet



 f
(

Xγj, i

)
︸ ︷︷ ︸
=hαi+γj , i

(by the definition of f )


i,j∈[n]


= ∑

γ∈Zn
λγ rowdet

((
hαi+γj, i

)
i,j∈[n]

)
.

In other words, (58) holds.
Thus, we have found a family (λγ)γ∈Zn of coefficients λγ ∈ Z such that all

but finitely many γ ∈ Zn satisfy λγ = 0, and such that (58) holds. The proof of
Proposition 5.2 is thus complete.
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