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The purpose of this note is to prove Morris Orzech's theorem on surjective homomorphisms of modules [1, Theorem 1] within constructive mathematics. Our main weapon will be the Cayley-Hamilton theorem.

The LaTeX sourcecode of this note contains additional details of proofs inside "verlong" environments (i. e., between " $\backslash$ begin\{verlong\}" and " $\backslash$ end\{verlong\}"). I doubt they are of any use.

Let us begin by stating the theorem:
Theorem 0.1. Let $A$ be a commutative ring with unity. Let $M$ be a finitely generated $A$-module. Let $N$ be an $A$-submodule of $M$, and let $f: N \rightarrow M$ be a surjective $A$-module homomorphism. Then, $f$ is an $A$-module isomorphism.

Morris Orzech discovered this result [1, Theorem 1] in 1971. It generalizes the following fact, found formerly by Vasconcelos:

Corollary 0.2. Let $A$ be a commutative ring with unity. Let $M$ be a finitely generated $A$-module. Let $f: M \rightarrow M$ be a surjective $A$-module endomorphism of $A$. Then, $f$ is an $A$-module isomorphism.

Corollary 0.2 is a well-known fact (e.g., it appears in [12, Lemma A.3] and in [3]), but most of its proofs in literature do not generalize to Theorem 0.1.

Orzech's original proof of Theorem 0.1 (with the corrections provided in [2], as the original version was shaky) proceeds by reducing the theorem to the case when $A$ is Noetherian, and then using this Noetherianness in an elegant and yet mysterious way. The proof is not constructive and (to my knowledge) cannot easily be made constructive. In this note, I will present a constructive way to prove Theorem 0.1 .

Let us first make some preparations. We let $\mathbb{N}=\{0,1,2, \ldots\}$. We fix a commutative ring $A$ with unity. For every $n \in \mathbb{N}$, let $I_{n}$ denote the identity $n \times n$-matrix in $A^{n \times n}$. We reserve a fresh symbol $X$ as an indeterminate for polynomials. We embed $A$ into the polynomial ring $A[X]$ canonically, and we use this to embed the matrix ring $A^{n \times n}$ into $(A[X])^{n \times n}$ canonically for every $n \in \mathbb{N}$. For every $n \in \mathbb{N}$ and any square matrix $M \in A^{n \times n}$, we define the characteristic polynomial $\chi_{M}$ of $M$ as the polynomial $\operatorname{det}\left(X \cdot I_{n}-M\right)$. (This is one of the two common ways to define a characteristic polynomial of a matrix $M$. The other way is to define it as $\operatorname{det}\left(M-X \cdot I_{n}\right)$. These two definitions result in two polynomials which differ only by multiplication by $(-1)^{n}$.) The famous Cayley-Hamilton theorem states the following:

Theorem 0.3. Let $n \in \mathbb{N}$. Let $A$ be a commutative ring with unity. Let $M \in$ $A^{n \times n}$. Then, $\chi_{M}(M)=0$. (In words: Substituting the matrix $M$ for $X$ in the characteristic polynomial $\chi_{M}$ of $M$ yields the zero matrix.)

In this exact form, Theorem 0.3 is proven in [8], in [11, Theorem 3.4] and in [5, Theorem 2.5] ${ }_{-1}^{1}$ But there are lots of places where almost complete proofs of Theorem 0.3 can be found. For example, Theorem 0.3 is proven in most standard texts on linear algebra in the case when $A$ is a field. Some of these proofs (e.g., the proof given in [4, Theorem 7.10], or the proof given in [10, Theorem 5.9], or the proofs given in [9], or Straubing's combinatorial proof given in [6] ${ }^{2}$ and in [7, §3]) can be straightforwardly generalized to the general case. Even if your favorite proof of Theorem 0.3 in the case when $A$ is a field does not generalize to the general case, it is still easy to derive the general case from the case of $A$ being a field (this is what Conrad does in [11, Theorem 3.4]).

We can obtain the following consequence of Theorem 0.3 .
Corollary 0.4. Let $n \in \mathbb{N}$. Let $A$ be a commutative ring with unity. Let $M \in A^{n \times n}$. Then, there exists an $(n+1)$-tuple $\left(c_{0}, c_{1}, \ldots, c_{n}\right) \in A^{n+1}$ such that $c_{0} M^{0}+c_{1} M^{1}+\cdots+c_{n} M^{n}=0$ and $c_{n}=1$.

Proof of Corollary 0.4 It is well-known that the characteristic polynomial $\chi_{M}$ of $M$ is a monic polynomial of degree $n$ over $A$. In other words, there exists an $(n+1)$-tuple $\left(c_{0}, c_{1}, \ldots, c_{n}\right) \in A^{n+1}$ such that $\chi_{M}=c_{0} X^{0}+c_{1} X^{1}+\cdots+c_{n} X^{n}$ and $c_{n}=1$. Consider this $\left(c_{0}, c_{1}, \ldots, c_{n}\right)$. Evaluating both sides of the equality $\chi_{M}=c_{0} X^{0}+c_{1} X^{1}+\cdots+c_{n} X^{n}$ at $X=M$, we obtain $\chi_{M}(M)=c_{0} M^{0}+c_{1} M^{1}+$ $\cdots+c_{n} M^{n}$. Thus, $c_{0} M^{0}+c_{1} M^{1}+\cdots+c_{n} M^{n}=\chi_{M}(M)=0$ (by Theorem 0.3). This proves Corollary 0.4.

We can now use Corollary 0.4 to prove the following lemma:
Lemma 0.5. Let $n \in \mathbb{N}$. Let $g: A^{n} \rightarrow A^{n}$ be an $A$-linear map. Let $V$ be an $A$-submodule of $A^{n}$ such that $g^{-1}(V) \subseteq V$. Then, $g(V) \subseteq V$.

Proof of Lemma 0.5. If $n=0$, then Lemma 0.5 is obviously true (because in this case, $V \subseteq A^{n}=A^{0}=0$ and thus $V=0$ ). Hence, for the rest of this proof,

[^0]we can WLOG assume that $n \geq 1$. Assume this, and notice that this yields $n-1 \in\{0,1, \ldots, n\}$.

Let $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ be the standard basis of the $A$-module $A^{n}$. (Thus, for every $i \in\{1,2, \ldots, n\}$, the vector $e_{i}$ is the vector in $A^{n}$ whose $i$-th coordinate is 1 and whose other coordinates are all 0 .) Let $M \in A^{n \times n}$ be the $n \times n$-matrix which represents the $A$-linear map $g: A^{n} \rightarrow A^{n}$ with respect to this basis $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ of $A^{n}$. Then,

$$
\begin{equation*}
M w=g(w) \quad \text { for every } w \in A^{n} \tag{1}
\end{equation*}
$$

Corollary 0.4 shows that there exists an $(n+1)$-tuple $\left(c_{0}, c_{1}, \ldots, c_{n}\right) \in A^{n+1}$ such that $c_{0} M^{0}+c_{1} M^{1}+\cdots+c_{n} M^{n}=0$ and $c_{n}=1$. Consider this $\left(c_{0}, c_{1}, \ldots, c_{n}\right)$. We have $\sum_{k=0}^{n} c_{k} M^{k}=c_{0} M^{0}+c_{1} M^{1}+\cdots+c_{n} M^{n}=0$.

We shall now show that every $u \in\{0,1, \ldots, n\}$ satisfies

$$
\left(\sum_{k=0}^{n-u} c_{u+k} M^{k}\right)(V) \subseteq V
$$

Proof of (2): We will prove (2) by induction over $u$ :
Induction base: We have

$$
(\underbrace{\sum_{k=0}^{n-0} \underbrace{c_{0+k}}_{=c_{k}} M^{k}}_{=\sum_{k=0}^{n}}(V)=\underbrace{\left(\sum_{k=0}^{n} c_{k} M^{k}\right)}_{=0}(V)=0(V)=0 \subseteq V \text {. }
$$

In other words, (2) holds for $u=0$. This completes the induction base.
Induction step: Let $p \in\{0,1, \ldots, n\}$ be such that $p>0$. Assume that (2) holds for $u=p-1$. We now must show that (2) holds for $u=p$.

We have assumed that (2) holds for $u=p-1$. In other words,

$$
\begin{equation*}
\left(\sum_{k=0}^{n-(p-1)} c_{(p-1)+k} M^{k}\right)(V) \subseteq V \tag{3}
\end{equation*}
$$

Now,
$\underbrace{\sum_{k=0}^{n-(p-1)}}_{=\sum_{k=0}^{n-p+1}} c_{(p-1)+k} M^{k}=\sum_{k=0}^{n-p+1} c_{(p-1)+k} M^{k}=c_{(p-1)+0} M^{0}+\sum_{k=1}^{n-p+1} c_{(p-1)+k} M^{k}$
(here, we have split off the addend for $k=0$ from the sum)

$$
=\underbrace{c_{(p-1)+0}}_{=c_{p-1}} \underbrace{M^{0}}_{=I_{n}}+\sum_{k=0}^{n-p} \underbrace{c_{(p-1)+(k+1)}}_{=c_{p+k}} \underbrace{M^{k+1}}_{=M M^{k}}
$$

(here, we have substituted $k+1$ for $k$ in the sum)

$$
\begin{align*}
&=c_{p-1} I_{n}+\underbrace{\sum_{k=0}^{n-p} c_{p+k} M M^{k}}=c_{p-1} I_{n}+M\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) .  \tag{4}\\
&=M\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right)
\end{align*}
$$

Now, let $v \in V$. Then, applying both sides of the equality (4) to $v$, we obtain

$$
\begin{aligned}
\left(\sum_{k=0}^{n-(p-1)} c_{(p-1)+k} M^{k}\right)(v) & =\left(c_{p-1} I_{n}+M\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right)\right) v \\
& =c_{p-1} \underbrace{I_{n} v}_{=v}+M\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) v \\
& =c_{p-1} v+M\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) v
\end{aligned}
$$

Subtracting $c_{p-1} v$ from this equality, we obtain

$$
\left(\sum_{k=0}^{n-(p-1)} c_{(p-1)+k} M^{k}\right)(v)-c_{p-1} v=M\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) v=g\left(\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) v\right)
$$

(by $\sqrt{1}$, applied to $w=\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) v$ ). Hence,

$$
\begin{aligned}
& g\left(\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) v\right)=\left(\sum_{k=0}^{n-(p-1)} c_{(p-1)+k} M^{k}\right)(\underbrace{v}_{\in V})-c_{p-1} \underbrace{v}_{\in V} \\
& \in \underbrace{\left(\sum_{k=0}^{n-(p-1)} c_{(p-1)+k} M^{k}\right)(V)}_{\substack{\subseteq V \\
(\text { by }(3))}}-c_{p-1} V \subseteq V-c_{p-1} V \subseteq V
\end{aligned}
$$

(since $V$ is an $A$-module). Hence, $\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) v \in g^{-1}(V) \subseteq V$. Now, let us forget that we fixed $v$. We thus have shown that $\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right) v \in$ $V$ for every $v \in V$. In other words, $\left(\sum_{k=0}^{n-p} c_{p+k} M^{k}\right)(V) \subseteq V$. In other words, $\left.\quad \sqrt{2}\right)$ holds for $u=p$. This completes the induction step. The induction proof of (2) is thus complete.

Now, let us recall that $n-1 \in\{0,1, \ldots, n\}$. Hence, we can apply (2) to $u=$ $n-1$. As a result, we obtain

$$
\left(\sum_{k=0}^{n-(n-1)} c_{(n-1)+k} M^{k}\right)(V) \subseteq V
$$

Since
this rewrites as $\left(c_{n-1} I_{n}+M\right)(V) \subseteq V$. Now, let $w \in V$. Then,

$$
\left(c_{n-1} I_{n}+M\right)(\underbrace{w}_{\in V}) \in\left(c_{n-1} I_{n}+M\right)(V) \subseteq V .
$$

Since $\left(c_{n-1} I_{n}+M\right)(w)=c_{n-1} \underbrace{I_{n} w}_{=w}+\underbrace{M w}_{\begin{array}{c}=g(w) \\ (b y(1))\end{array}}=c_{n-1} w+g(w)$, this rewrites as
$c_{n-1} w+g(w) \in V$. Hence,

$$
g(w) \in V-c_{n-1} \underbrace{w}_{\in V} \subseteq V-c_{n-1} V \subseteq V \quad \text { (since } V \text { is an } A \text {-module). }
$$

Now, let us forget that we fixed $w$. We thus have shown that $g(w) \in V$ for every $w \in V$. In other words, $g(V) \subseteq V$. This proves Lemma 0.5

Our next step is a proof of Theorem 0.3 in the case when $N($ rather than $M$ ) is finitely generated:

Lemma 0.6. Let $A$ be a commutative ring with unity. Let $M$ be an $A$-module. Let $N$ be an $A$-submodule of $M$ such that $N$ is finitely generated as an $A$ module. Let $f: N \rightarrow M$ be a surjective $A$-module homomorphism. Then, $f$ is an $A$-module isomorphism.

Proof of Lemma 0.6. We know that $N$ is finitely generated. In other words, there exist finitely many elements $a_{1}, a_{2}, \ldots, a_{n}$ of $N$ such that $N$ is generated by $a_{1}, a_{2}, \ldots, a_{n}$ as an $A$-module. Consider these $a_{1}, a_{2}, \ldots, a_{n}$.

Let $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ be the standard basis of the $A$-module $A^{n}$. (Thus, for every $i \in\{1,2, \ldots, n\}$, the vector $e_{i}$ is the vector in $A^{n}$ whose $i$-th coordinate is 1 and whose other coordinates are all 0 .) Clearly, in order to define an $A$-linear map from $A^{n}$ to an $A$-module, it is enough to specify the images of this map at the basis vectors $e_{i}$ (and these images can be chosen arbitrarily). Thus, we can define an $A$-linear map $p: A^{n} \rightarrow N$ by

$$
\left(p\left(e_{i}\right)=a_{i} \quad \text { for every } i \in\{1,2, \ldots, n\}\right)
$$

Consider this $p$.
The generators $a_{1}, a_{2}, \ldots, a_{n}$ of the $A$-module $N$ are in the image of the map $p$ (since $a_{i}=p\left(e_{i}\right)$ for every $i \in\{1,2, \ldots, n\}$ ). Thus, the $A$-linear map $p: A^{n} \rightarrow N$ is surjective. Hence, the map $f \circ p: A^{n} \rightarrow M$ is also surjective (being the composition of the surjective maps $f$ and $p)$. Hence, $M=(f \circ p)\left(A^{n}\right)$.

Let us now define $n$ elements $h_{1}, h_{2}, \ldots, h_{n}$ of $A^{n}$ as follows: For every $i \in$ $\{1,2, \ldots, n\}$, there exists a vector $h \in A^{n}$ such that $p\left(e_{i}\right)=(f \circ p)(h)$ (since $\left.p\left(e_{i}\right) \in N \subseteq M=(f \circ p)\left(A^{n}\right)\right)$. Pick such an $h$ and denote it by $h_{i}$. Thus, for every $i \in\{1,2, \ldots, n\}$, we have defined a vector $h_{i} \in A^{n}$ such that

$$
\begin{equation*}
p\left(e_{i}\right)=(f \circ p)\left(h_{i}\right) . \tag{5}
\end{equation*}
$$

We have thus constructed $n$ elements $h_{1}, h_{2}, \ldots, h_{n}$ of $A^{n}$.
Recall that, in order to define an $A$-linear map from $A^{n}$ to an $A$-module, it is enough to specify the images of this map at the basis vectors $e_{i}$ (and these images can be chosen arbitrarily). Hence, we can define an $A$-linear map $g: A^{n} \rightarrow A^{n}$ by

$$
\left(g\left(e_{i}\right)=h_{i} \quad \text { for every } i \in\{1,2, \ldots, n\}\right) .
$$

Consider this $g$. Then, $f \circ p \circ g=p$
Let $V$ be the $A$-submodule $\operatorname{Ker}(f \circ p)$ of $A^{n}$. It is straightforward to prove that $g^{-1}(V) \subseteq V \quad{ }_{4}^{4}$ Lemma 0.5 thus shows that $g(V) \subseteq V$.

[^1]Let now $w \in \operatorname{Ker} f$ be arbitrary. Then, $w \in N$ satisfies $f(w)=0$ (since $w \in$ $\operatorname{Ker} f)$. But the map $p$ is surjective; thus, $N=p\left(A^{n}\right)$. Hence, $w \in N=p\left(A^{n}\right)$. In other words, there exists some $v \in A^{n}$ such that $w=p(v)$. Consider this $v$. We have $(f \circ p)(v)=f(\underbrace{p(v)}_{=w})=f(w)=0$, so that $v \in \operatorname{Ker}(f \circ p)=V$ and thus $g(\underbrace{v}_{\in V}) \in g(V) \subseteq V=\operatorname{Ker}(f \circ p)$ and thus $(f \circ p)(g(v))=0$. Thus, $(f \circ p \circ g)(v)=(f \circ p)(g(v))=0$. Since $f \circ p \circ g=p$, this rewrites as $p(v)=0$. Thus, $w=p(v)=0$.

Now, let us forget that we fixed $w$. We thus have proven that $w=0$ for every $w \in \operatorname{Ker} f$. In other words, $\operatorname{Ker} f=0$. Hence, the map $f$ is injective. Since $f$ is also surjective, this yields that $f$ is bijective. Thus, $f$ is an $A$-module isomorphism (since $f$ is an $A$-module homomorphism). This proves Lemma 0.6 .

Now, we can finally step to the proof of Theorem 0.1 .
Proof of Theorem 0.1 We know that $M$ is finitely generated. In other words, there exist finitely many elements $a_{1}, a_{2}, \ldots, a_{n}$ of $M$ such that $M$ is generated by $a_{1}, a_{2}, \ldots, a_{n}$ as an $A$-module. Consider these $a_{1}, a_{2}, \ldots, a_{n}$.

Notice that $M=f(N)$ (since the map $f$ is surjective).
For every $i \in\{1,2, \ldots, n\}$, we define an element $g_{i}$ of $N$ as follows: There exists some $g \in N$ such that $a_{i}=f(g)$ (since $a_{i} \in M=f(N)$ ). Pick such a $g$ and denote it by $g_{i}$. Thus, for every $i \in\{1,2, \ldots, n\}$, we have defined some $g_{i} \in N$ satisfying

$$
\begin{equation*}
a_{i}=f\left(g_{i}\right) . \tag{6}
\end{equation*}
$$

Hence, we have defined $n$ elements $g_{1}, g_{2}, \ldots, g_{n}$ of $N$.
Let $v \in \operatorname{Ker} f$. We shall prove that $v=0$.
Let $N^{\prime}$ be the $A$-submodule $A v+\left(A g_{1}+A g_{2}+\cdots+A g_{n}\right)$ of $N$. Then, the $A$-module $N^{\prime}$ is finitely generated (in fact, it is generated by the $n+1$ elements $\left.v, g_{1}, g_{2}, \ldots, g_{n}\right)$ and satisfies $N^{\prime} \subseteq N \subseteq M$. Also, the $A$-linear map $\left.f\right|_{N^{\prime}}: N^{\prime} \rightarrow$ $M$ is surjective, because its image contains the generators $a_{1}, a_{2}, \ldots, a_{n}$ of $M$ (in fact, for every $i \in\{1,2, \ldots, n\}$, we have $g_{i} \in A g_{i} \subseteq A v+\left(A g_{1}+A g_{2}+\cdots+A g_{n}\right) \subseteq$
$0=(f \circ p)(g(w))=\underbrace{(f \circ p \circ g)}_{=p}(w)=p(w)$, so that $p(w)=0$ and thus $(f \circ p)(w)=$ $f(\underbrace{p(w)}_{=0})=f(0)=0$ (since $f$ is $A$-linear). Consequently, $w \in \operatorname{Ker}(f \circ p)=V$.

Let us now forget that we fixed $w$. We thus have shown that $w \in V$ for every $w \in g^{-1}(V)$. In other words, $g^{-1}(V) \subseteq V$, qed.
$N^{\prime}$ and thus $a_{i}=f(\underbrace{g_{i}}_{\in N^{\prime}})=\left(\left.f\right|_{N^{\prime}}\right)\left(g_{i}\right)$, which shows that the image of $\left.f\right|_{N^{\prime}}$ contains $a_{i}$ ). Hence, Lemma 0.6 (applied to $N^{\prime}$ and $\left.f\right|_{N^{\prime}}$ instead of $N$ and $f$ ) yields that $\left.f\right|_{N^{\prime}}$ is an $A$-module isomorphism. In particular, $\left.f\right|_{N^{\prime}}$ is injective. Thus, $\operatorname{Ker}\left(\left.f\right|_{N^{\prime}}\right)=0$.

But $v \in A v \subseteq A v+\left(A g_{1}+A g_{2}+\cdots+A g_{n}\right)=N^{\prime}$ and $\left(\left.f\right|_{N^{\prime}}\right)(v)=f(v)=0$ (since $v \in \operatorname{Ker} f$ ). Hence, $v \in \operatorname{Ker}\left(\left.f\right|_{N^{\prime}}\right)=0$. In other words, $v=0$.

Now, let us forget that we fixed $v$. We thus have shown that $v=0$ for every $v \in$ $\operatorname{Ker} f$. In other words, $\operatorname{Ker} f=0$. Hence, the map $f$ is injective. Since $f$ is also surjective, this yields that $f$ is bijective. Thus, $f$ is an $A$-module isomorphism (since $f$ is an $A$-module homomorphism). This proves Theorem 0.1 .

Proof of Corollary 0.2 Corollary 0.2 follows immediately from Theorem 0.1 (applied to $N=M$ ).
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[^0]:    ${ }^{1}$ Of course, the notations in these sources don't exactly match the notations we are using here. For example, the $A$, the $X$ and the $M$ in our Theorem 0.3 correspond to the $\mathbb{K}$, the $t$ and the $A$ in [5, Theorem 2.5].
    ${ }^{2}$ We notice that the two displayed equations right before the Lemma in [6. p. 275] should be corrected to

    $$
    p_{A}^{+}(A)_{i j}=\sum_{(\sigma, \pi) \in T_{i j}^{+}} \mu(\sigma) \mu(\pi), \quad p_{A}^{-}(A)_{i j}=\sum_{(\sigma, \pi) \in T_{i j}^{-}} \mu(\sigma) \mu(\pi) .
    $$

    (To be fair, I do not know if they are wrong in the original printed version of [6] or only in Elsevier's dismal scan of the paper.)

[^1]:    ${ }^{3}$ Proof. Every $i \in\{1,2, \ldots, n\}$ satisfies

    $$
    (f \circ p \circ g)\left(e_{i}\right)=(f \circ p)(\underbrace{g\left(e_{i}\right)}_{=h_{i}})=(f \circ p)\left(h_{i}\right)=p\left(e_{i}\right) \quad \text { (by (5) }) \text {. }
    $$

    In other words, the $A$-linear maps $f \circ p \circ g$ and $p$ are equal to each other on each element of the basis $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ of $A^{n}$. Consequently, these maps $f \circ p \circ g$ and $p$ must be identical (because if two $A$-linear maps from some $A$-module $P$ are equal to each other on each element of a given basis of $P$, then these two maps must be identical). In other words, $f \circ p \circ g=p$, qed.
    ${ }^{4}$ Proof. Let $w \in g^{-1}(V)$. Then, $g(w) \in V=\operatorname{Ker}(f \circ p)$, so that $(f \circ p)(g(w))=0$. Thus,

