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ABSTRACT 
In this paper we investigate tangible interaction on interactive 
tabletops. These afford the support and integration of physical 
artefacts for the manipulation of digital media. To inform the 
design of interfaces for interactive surfaces we think it is neces-
sary to deeply understand the benefits of employing such physical 
handles, i.e., the benefits of employing a third spatial dimension at 
the point of interaction.  
To this end we conducted an experimental study by designing and 
comparing two versions of an interactive tool on a tabletop dis-
play, one with a physical 3D handle, and one purely graphical (but 
direct touch enabled). Whilst hypothesizing that the 3D version 
would provide a number of benefits, our observations revealed 
that users developed diverse interaction approaches and attitudes 
about hybrid and direct touch interaction.  

Categories and Subject Descriptors 
 H5.2 [Information interfaces and presentation]: User Interfaces. - 
Graphical user interfaces. 

Keywords 
Tangible, Hybrid, GUI, Interfaces, Design. 

1. INTRODUCTION AND MOTIVATION 
Progress in the field of display technologies has enabled novel 
forms of interactive surfaces, which often accommodate co-
located input and output [7], [25], [34], thus supporting direct 
touch and direct manipulation [28] of digital information. The 
detection of multiple fingers, hands, styli and objects widens the 
design space for novel interaction techniques and interfaces. Fur-
thermore, such computationally enabled surfaces can be expected 
to become increasingly embedded into everyday life environ-
ments, such as walls or furniture. They will be accessible to a 
variety of user groups and will support activities which are not 
necessarily related to office work. This requires the design of 
novel solutions, which afford social and casual interaction with 
digital media, and support leisure and collaborative activities, for 
example, browsing and sharing digital photos. 
As the designers of such interactions, we have to conceive of and 
construct interactive systems which are attuned to the require-

ments of these physical and social spaces in which users are situ-
ated, in such a way as to allow us to take advantage of the rich 
potential of digital technology. When considering how this might 
be achieved a plethora of forms of interaction have been proffered 
but two broad classes of interactive systems in particular have 
begun to capture popular imagination. There are systems that 
support direct touch control of a graphical user interface (GUI) 
(e.g., [30], [35]), and those that bring tangible physical objects 
(TUIs) to a computationally enhanced surface (e.g. [10], [12], 
[16], [22], [25], [32], [33]). In each case technology is designed 
such that it appropriates humans’ manipulation skills and mental 
models gained from interactions with the physical world and inte-
grates them with the extensive possibilities of digital media.  
The two approaches, though, are different in aspects of physical 
interaction that are drawn upon in the design of hybrid, physi-
cal/digital systems. In the case of GUIs for direct touch, designers 
often rely, for example, on the metaphorical 2D representation of 
physical artefacts to suggest the hand gestures or marking strokes 
to be operated. In the case of TUIs, designers exploit the degrees 
of freedom, manipulation vocabulary and haptic feedback enabled 
by the 3rd spatial dimension of the physical transducer.   
Thus, when designing such systems, designers have mostly cre-
ated and exploited design principles from either WIMP-based 
interaction (i.e., GUI design) or physical interaction (i.e., product 
design). Most of these principles are derived either from the com-
parative observation of physically enhanced vs. WIMP-based 
interaction (e.g., [2], [23]), or from the dedicated analysis of one 
of the two (e.g., [13], [18]). Although this has produced valuable 
insights, which are also fostered by ergonomics, cognitive psy-
chology, and sociology (e.g., [8], [14], [19]), the spatial combina-
tion of physical manipulation and display of digital output in di-
rect touch interactive surfaces creates new design challenges and 
opportunities, indeed there is significant potential, given advances 
in technology, to construct ‘Hybrid’ interfaces which combine 
elements of both tangible interaction and the ability to perform 
direct touch style manipulations with digital/graphical representa-
tions. With this potential functionality then, the previous evalua-
tive studies do not provide significant guidance as to the relative 
benefits of when and how to exploit the ‘3rd Dimension’ in an 
interaction scenario. If the facility for essentially manipulable 2D 
graphical content is concomitant, why design into a 3rd dimension, 
and if one does, what impact might this have on the user’s behav-
iour? 
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To investigate the effect of tangibility and physicality more 
closely, we built 3D and 2D versions of PhotoLens, a system for 
photo browsing on an interactive tabletop. Herein we present our 
design rationale for the 3D PhotoLens, discussing it in relation to 
what existing research literature suggests are potential benefits of 
tangible devices. We then present a comparative evaluation study 

 



 

wherein users explored both this interface and the 2D graphical 
alternative (direct touch enabled). This allowed us to evaluate how 
pushing the interaction into a tangible 3rd dimension influenced 
patterns of user behaviour. We discuss the observed design impli-
cations of doing this and highlight key questions which arise. 
 

2. RELATED WORK 
Integration of aspects of physicality in the design of interactive 
systems has followed different paths of “material embodiment” 
and “metaphorical representation” [9] as technology has matured. 
The seminal work on Toolglasses and Magic Lenses by Bier et al. 
[3] introduced a see-through style of GUIs, which metaphorically 
evoked filters. These interfaces were operated with two hands, 
using touch-pads, track-balls or mice as input (i.e., the input re-
gion was detached from the output display). One of the main 
benefits was to afford two-handed interaction, thus overcoming 
mode changes and taking advantage of human bimanual skills 
(which in turn shows cognitive and manipulation benefits [20], 
especially when the hands do not perform simultaneously [4]). 
Fitzmaurice et al.’s work on Bricks and the ActiveDesk [10] goes 
a step further in this direction: The materiality and “graspability” 
of the bricks as input devices (which have more degrees of free-
dom and a richer manipulation vocabulary than the mouse), to-
gether with the direct contact between input object and output 
surface, aimed at “facilitating two-handed interactions, spatial 
caching, and parallel position and orientation control” [10]. This 
work forms the basis for the Tangible User Interfaces paradigm. 
The main benefits claimed in this area of research are intuitive-
ness [15], motor memory [19], and learnability [26].  
Because of the physical affordances of the table, such as horizon-
tal support for physical artefacts, several instantiations of the TUI 
paradigm can be found in conjunction with tabletop displays: 
These are usually ad-hoc designed tools, whose formal shape can 
more (e.g., [32]) or less (e.g., [12], [25]) literally represent a meta-
phor.  Furthermore, the integration of such physical artefacts in 
the design of applications for multi-user tabletop displays is often 
motivated by the goal of supporting casual co-located collabora-
tion, as suggested for example in [16], [22], [33]. 
The use of tangible interaction is claimed to be beneficial for col-
laborative work and group awareness [8], [14], as it implies the 
mutual visibility of explicit actions among participants [27]. 
This work on the interweaving of physical and digital aspects in 
interface design for interactive surfaces suggests a variety of 
benefits: cognitive (e.g., intuitiveness and learnability), manipulat-
ive (e.g., motor memory), collaborative (e.g., group awareness), 
experiential, as well as in terms of efficiency. But the empirical 
work that supports such claims is actually limited and mostly 
focuses on one aspect in isolation from the others, thus taking for 
granted, to some extent, some of the benefits of integrating as-
pects of physical interaction in the design of hybrid ones. From 
our perspective, we think that the mutual influences of the differ-
ent aspects cannot emerge if we do not start distinguishing what 
are the very aspects of physical interaction we integrate in the 
design of hybrid, physical-digital interactive systems, while con-
sidering, at the same time, their implications on different levels of 
the experience of use (e.g., discoverability of the interface, easi-
ness, fun). These aspects become crucial when we expect interac-
tive surfaces to support everyday life including causal and leisure 
interactions. 
To address these issues we draw upon the aspects of physical 
interaction for the design of hybrid systems suggested by Terren-
ghi et al [31]. Such aspects are: metaphorical representation; 

space-multiplex input; direct spatial mapping between input and 
output; continuity of action; 3D space of manipulation; rich mul-
timodal feedback. Through the comparative analysis of design 
solutions that integrate (or not) some of these aspects, we can then 
start eliciting the effects and implications of such integrations 
more consciously. 

3. DESIGNING THE PHOTOLENS 
To unpack tangibility and its effects on interaction behaviours, we 
built the PhotoLens system, a hybrid tool for browsing and or-
ganization of photos on an interactive tabletop display. The choice 
of developing an interface for photo-browsing is particularly 
linked to this notion of evolving interaction paradigms being teth-
ered to the support of digital interactions in more social and casual 
areas.  The rapid shift of photography from analog to digital, to-
gether with the reduced cost of taking pictures, has caused a sub-
stantial growth of personal photo collections, and the technology 
that we use to capture, display and interact with them [4]. On the 
other hand, the size and orientation of the displays of Desktop 
PCs, together with their WIMP paradigm, neither provide social 
affordances suitable for co-located sharing and collaborative ma-
nipulation and organization of collections (an imperative feature 
of users’ interactions with photos [11]), nor the creation of tempo-
ral spatial structures, as our physical artefacts do [18].  

In the envisioned scenario, the collections of different users (e.g., 
friends, family members) can be displayed on the tabletop. Photo 
collections are visualized in piles, in analogy to [21] and [1]. Piles 
can be freely translated on the tabletop (i.e., no automatic snap-
ping to a grid) by touching and dragging the image on the top with 
a finger or with a stylus (see Figure 1, a). In order to save real 
estate and avoid clutter, we use PhotoLens to gain a localized, 
unfolded view of the pictures contained in one pile, without inter-
fering with the information landscape of the shared display (see 
Figure 1, b and c). For a complete overview of how the PhotoLens 
works see figure 1 and the description below. 

The illustrations in figure 1, show how the PhotoLens works: a) 
Piles can be moved freely on the table using the stylus. b) The 
digital lens only appears when the physical tool is placed on the 
table. c) The pile unfolds in a thumbnail view and moving the 
handle up and down the scroll bar scrolls through the thumbnails. 
d) The view can be zoomed in and out by rotating the upper part 
of the tool and selected pictures can be copied to a temporary tray 
(retained independent of the pile viewed). Additionally, a new pile 
containing photos from different collections can be created by 
tipping on the icon in the right bottom corner of the lens. 

a)  b)  

c)  d)
Figure 1: Interaction with the 3D PhotoLens:  

3.1  Rationale and Expectations 
Previously Terrenghi et al. [31] have observed that despite some 
interactive systems allowing for bimanual interaction on a display 

 



 

(which is known to offer both physical and cognitive benefits 
[20]), people tend to use only one hand and preferably the domi-
nant one when manipulating digital media, possibly due to their 
acquaintance with the WIMP paradigm. Therefore we expected 
the use of a physical tool, associated with a digital frame and a 
stylus for interaction, to more explicitly suggest two-hand coop-
erative work. Indeed, by providing both a tool and a stylus we 
wanted to suggest the use of the non-dominant hand for naviga-
tion tasks (i.e., grasping and rotating the tool) and of the dominant 
hand for fine-grained tasks (i.e., selecting and dragging pictures). 
The stylus is indeed typically held with the dominant hand, so that 
we expected users to use the non-dominant hand for interacting 
with the physical tool in order to use their hands cooperatively, 
such as in Guiards’ kinematic chain [13]. To make this affordance 
even more explicit, and given predominant right-handedness, we 
designed the graphical lens so that it would extend on the right-up 
side of the physical tool (see Figure 1, b). We then mapped navi-
gation functionalities, e.g. placing (appearing of the lens frame), 
scrolling and zooming to the physical tool. 
Additionally, we expected that the physical affordances of the 
tool, like placement and rotation, would support the offload of 
cognitive effort thanks to the haptic feedback it provides. The 
tool, indeed, can be operated without looking at it, thus not hin-
dering users’ visual attention. The effect of its manipulation is 
mapped in real time and in the same area (e.g., zooming and 
scrolling of the pictures in the lens), thus providing an isomorphic 
visual feedback of action. In this sense we expected that the conti-
nuity of action it supports (rotation and translation) and the mul-
timodal feedback (haptic and visual) would provide a higher sense 
of control. In this sense we refer to Buxton’s work on the effect of 
continuity of action on chunking and phrasing [5], as well as on 
Balakrishnan and Hinckley’ investigation on the value of proprio-
ception in asymmetric bimanual tasks [2]. 
Since the graphical lens appears when the tool is placed on the 
table, and disappears when the tool is lifted, we expected this 
feature to support an efficient use of the real estate: users could 
indeed display the lens only when required. Furthermore, the fact 
that the lens can be physically picked up in the 3D space and 
moved to another pile, makes it unnecessary to drag it in 2D 
across the screen, stretching arms and sidling between other piles, 
thus providing motor benefits. 
Although we are aware of the social benefits of tangibility 
claimed in the related literature, our current technical setup only 
recognizes two input points (i.e., interaction with only one Photo-
Lens at a time). Thus, interactions with the system are in this in-
stance based on individual action, which makes the social affor-
dances of such interfaces a consideration for future work. 

a)  b)  
Figure 2: a) The physical component of the 3D PhotoLens. b) 

The purely graphical 2D PhotoLens. 

3.2 Technical Implementation 
The technical setup of PhotoLens consists of an interactive table 
and a modified wireless mouse for the implementation of the 
physical handle. The components of the mouse were rearranged in 
a metal cylinder with a diameter of 7 cm and height of 9 cm, 

which we took from a disassembled kitchen timer (see Figure 2, 
a). The size of the tool is determined by the features of the mouse. 
The interactive table consists of an LCD monitor with a resolution 
of 1366 x 768 pixels in 16:9 format and a diagonal size of 100 cm, 
embedded in a 15 cm wide wooden frame. Input is provided by a 
DViT [29] overlay frame, which uses four cameras in the corners 
of the frame to track two input points simultaneously. An input 
point can either be a pen, a tool, or simply a users’ finger. The 
frame we use has limitations when wide input points are on one of 
its diagonals, as this causes a mutual occlusion. The thinner the 
body of the input mediator, the lower the risk of occlusion, and 
the more accurate the tracking, for this reason we created a base 
for the physical tool (see Figure 2, a), so that its stem creates a 
smaller shadow and hence provides more accurate tracking. 

3.3 Constructing a Comparative Graphical 
PhotoLens 
For comparative purposes our 2D PhotoLens had inherently the 
same functionality as the 3D version, it was a direct touch enabled 
graphical interface, but did not extend into the 3rd dimension. 
Lacking a physical handle for picking it up, the 2D PhotoLens is 
permanently displayed on the tabletop and can metaphorically 
overlap photo piles when it is dragged onto them. The control for 
scrolling and zooming of the PhotoLens is represented by an in-
teractive circle, as illustrated in Figure 3.  

 
Figure 3: Screen shot of the 2D PhotoLens. 

When a user touches the small circle on the graphical control 
wheel and slides her finger along the circular trajectory of the 
graphical control, clockwise rotation zooms in and counter-
clockwise rotation zooms out. When the user touches the center of 
the same graphical wheel, four perpendicular arrows appear (see 
Figure 2, b): these resemble the symbol of movement used in the 
GUI of several desktop applications (e.g., Microsoft PowerPoint, 
Adobe Photoshop). Sliding the finger up and down along the line 
of the scrollbar, the thumbnails scroll up or down, as in a desktop 
GUI. When the control circle is touched and dragged away from 
the pile for more than 5 cm, the whole lens moves along, for ex-
ample onto another photo pile or into an empty area of the table. 

4. STUDY METHODOLOGY 

4.1 Study Design 
To engage users with the interface they were asked to bring a 
sample of 80 personal digital photos (from a trip or vacation) to 
the study session. During study trials participants completed two 
tasks with their photos using both interfaces (i.e. 3D and 2D, 
whose order of execution was counterbalanced across trials and 
participants), giving a total of 4 trials. In each trial participants 
were presented with 6 piles of 80 photos (80 random images from 
their own collection in one pile, with other piles being made up of 
images provided by the researchers, and used to simulate the pres-
ence of a companion’s images). In one trial the participants were 
told to interact with only their pile, selecting 12 images suitable 

 



 

for use as desktop wallpapers and in the other trial they interacted 
with all of the piles, searching for 12 images to accompany a pro-
posed calendar. In both cases participants were told to store se-
lected images in the PhotoLens temporary tray creating a new pile 
on the tabletop. 
Before each task, the user had that current task explained and the 
interface demonstrated (including demonstration of the potential 
for using two handed interactions). After the trials, the partici-
pants completed an evaluation questionnaire and discussed their 
experiences with the experimenter in charge of the session. 
Our participants were 12 right-handed adults (mostly university 
students, with different majors, in an age range from 20 to 30 
years old), comprised of 6 men and 6 women, all with normal or 
corrected to normal vision, and all having normal arm mobility. 

4.2 Analysis 
To help ground our deeper analysis and to understand broader 
patterns of action at the interface, we calculated the extent of use 
of differing forms of interface manipulation (i.e. different forms 
of handed interaction) in the two conditions. And then to ground 
these actions in a more reflective consideration of subjective re-
sponse to differing interface styles, we solicited feedback of users’ 
perceptions of use from their experiences of the two interfaces, 
(using Likert scales from 1 to 5, negative to positive) to get gen-
eral response on key characteristics such as ease of use and en-
joyment, and certain specific manipulative actions such as zoom-
ing, scrolling, and placing the lens (see Figure 13). 
All user trials were video recorded; our evaluation is mainly based 
on direct consideration of these video materials. The footage was 
studied by an interdisciplinary design team and subjected to an 
interaction analysis [17]. The focus of the analysis was to look for 
patterns of common interaction strategies and specific moments of 
novel interaction, or moments when the interaction faltered. At-
tention was also given to moments of initiation of interaction. 
This approach to the data was taken as it was felt more appropri-
ate than traditional attempts to exclusively quantify behaviours at 
the interface. The paradigm of digital interaction that was being 
explored, i.e. leisure technology (photo browsing in this case) 
does not fit a traditional model of recording task completion 
times. It was felt that by taking a fine-grained, micro-analytic 
approach to recovering patterns of activity and breakdown during 
interface interaction a richer understanding could be derived of 
how, qualitatively, a third dimension in an interface was appropri-
ated and understood by users. Consequently the ensuing results 
section seeks to articulate some vignettes of interaction, some 
moments of user activity, which we felt were of particular interest 
and were particularly illuminating in our attempts to understand 
the impact of tangibility on interactive behaviour. 

5. RESULTS 
Our results are split into two sections, the first highlights some 
patterns of handed interaction at the interface, the second provid-
ing a more detailed view of some of the common elements of 
interaction during tasks. 

5.1 Forms of Handed Interactions across Mo-
dalities 
As we can observe in Table 1, our participants demonstrated di-
verse approaches to interacting with the interface which might 
suggest that they were developing different mental models of 
system function or simply approaching the interface with different 
pre-conceived manipulation skills, habits and preferences for 
physical and digital media. 
 

We observed 5 predominant forms of interaction with the inter-
face as shown in Table 1, logically conforming to those actions 
immediately possible (NB, none of the participants, selected the 
photos with the non-dominant hand). These broader patterns of 
action framed our subsequent inquiry and, thus, our interaction 
analysis partially draws on such a classification of conditions to 
identify, analyze and describe snippets of interactions which we 
found relevant for what can be considered a ’catalogue of interac-
tion experiences‘, which we articulate and present below. 
Table   1. Average percentage of time spent in differing forms 

of handed interactions in both physical (3D) and purely 
graphical (2D) conditions (standard deviations in brackets). 

Forms of handed interactions 3D 2D 

 

Two-handed interaction with PhotoLens. 9.0% 
(11.9) 

19.4% 
(24.7) 

 

The non-dominant hand interacts with the 
control wheel for scrolling and zooming. 

44.7% 
(15.6) 

37.5% 
(24.8) 

 

The dominant hand interacts with the 
control wheel for scrolling and zooming. 

2.1% 
(5.6) 

17.4% 
(24.6) 

 

The dominant hand interacts with the 
photos for selection tasks. 

31.3% 
(21.6) 

17.0% 
(11.2) 

 

No hands are on the interactive area 12.9% 
(6.4) 

8.8% 
(7.8) 

 
Fig.  4. Representation of average percentage of time 

spent in differing forms of handed interactions. 

5.2 A Catalogue of Interaction Experiences 
In this section we present vignettes of interaction following the 
common life-cycle of interface activities during elements of the 
photo-browsing task. 

Approaching the Task 
At the beginning of the task, in both modalities, the participants 
were asked to select 12 photos from their own pile, which was 
displayed in the bottom right corner of the table. Piles could be 
moved freely across the table, so as to enable epistemic actions, 
i.e., allow users to create spatial arrangements as they liked and 
found more comfortable for interaction. Despite such a feature, 
we noticed some interesting differences amongst subjects in the 
way they approached the task and the posture they adopted.  
The participant in Fig. 5, for example, first moves the pile in front 
of her away using the stylus in her right hand, gaining space; then 
she moves her pile from the right to the center of the table. In this 
way she creates a focused interaction area, where she can easily 

 



 

visualize and reach the photos of her collection/pile. She than 
grasps the physical handle from the border of the table with her 
left hand, and starts browsing through the photos. 

 
Fig.  5. Moving the artifacts towards the body. 

A different interaction style can be observed in Fig. 6, where the 
participant moves her body towards the pile to be sorted, rather 
than the alternate. In this case she first places the physical handle 
on the screen of the table with the dominant hand; she then drags 
it on the table towards the pile in the right bottom corner. Thus, in 
order to better reach the interaction area, she moves the chair to 
the right side of the table, in the proximity of the pile she wants to 
sort, and she then starts interacting with the PhotoLens.  

 
Fig. 6. Moving the body towards the artifacts. 

Browsing the Photo Collection by Scrolling and Zooming. 
By rotating and sliding the control wheel (either the 3D or the 2D 
one) users could browse thought the photo collection, thus explor-
ing the content of the pile. Our design choice of placing the con-
trol wheel at the left bottom corner of the lens was meant to afford 
two-handed manipulation of the PhotoLens, and manipulation of 
the control wheel with the non-dominant hand. This was not, 
however, always the approach taken by our participants. 
In Fig. 7 the participant interacts with the control wheel with the 
pen, held in the dominant hand, while the non-dominant hand is 
rested on the border of the table. In this way the participant par-
tially occludes her own view, which brings her to alternatively lift 
the pen and her hand from the table to better see the pictures in the 
thumbnail view (e.g., second frame of Fig. 7). Furthermore, as she 
explained in the post-test questionnaire, she found it more difficult 
to manipulate the small sensible area of the 2D wheel for zoom-
ing, in comparison to grasping the physical handle: We can specu-
late that this is why, as we could observe in the video analysis, in 
the 2D modality she mostly used the scrolling function of the 
wheel to browse through the photo collection, but hardly changed 
the zooming factor. 

 
Fig.  7. One-handed interaction with the 2D PhotoLens. 

Alternatively, when interacting with the 3D PhotoLens, she ma-
nipulated the physical control wheel with the non-dominant hand 
only, exploring the content of the collection both with scrolling 
and zooming (e.g., see the third frame in Fig. 8). In such an inter-
action pattern, both the hands were kept on the interactive area of 
the table during the whole interaction with one pile.  

 
Fig.  8. Two-handed interaction with the 3D PhotoLens. 

Selecting Photos in the Lens. 
By providing our participants with a stylus we expected them to 
interact with the dominant hand for selection tasks: none of the 
participants (who were all right handed), indeed, performed selec-
tion tasks with the non-dominant hand. Additionally, because of 
the laterality of the control wheel and of the scrolling bar, we 
expected interaction patterns similar to drawing ones [13] to 
emerge. In these cases a tool (e.g., a ruler) is usually held with the 
non-dominant hand, while the dominant one performs micro-
metric tasks in the proximity of the tool (e.g., draws a line). The 
type of patterns we assisted to were often rather different across 
modalities, though, in the way people alternatively or simultane-
ously used the non-dominant and dominant hand. 

  
Fig. 9. Alternate use of the dominant and non-

dominant hands with the 3D PhotoLens 

As we can see in Fig. 9, as an example of interaction with the 3D 
PhotoLens, the participant first positions the physical tool on a 
photo pile with the non-dominant hand, and starts browsing 
through the photos by scrolling and zooming. In this phase she 
keeps the dominant hand in the proximity of the interactive area, 
holding the stylus. After she has set a preferred height in the scroll 
bar, and a desired zooming factor, she then releases the non-
dominant hand (Fig. 9, second frame) and rests it at the border of 
the table (Fig. 9, third frame). She then proceeds in the task by 
selecting the photos with the dominant hand: Such a cycle of in-
teractions unfolds again when the zooming and scrolling are 
newly set with the non-dominant hand (Fig. 9, fourth frame). 
Surprisingly, in the 2D modality participants kept more continu-
ously both hands simultaneously on the interactive area (see time 
percentage in Table 1). As shown in Fig. 10, for example, the 
participant keeps his left forefinger on the 2D control wheel dur-
ing the whole interaction with a pile: I.e., both when the dominant 
hand is selecting photos (e.g., second and third frame) or it is just 
held in the proximity of the lens (e.g., frame 4).  

 
Fig. 10: Concomitant use of the dominant and non-

dominant hands with the 2D PhotoLens. 

Although the 2D graphic PhotoLens is permanently present on the 
interactive surface, and can be moved on the table only when it is 
dragged, several participants mentioned in the post-test question-
naire that they constantly kept their fingers on the wheel as they 
had the feeling that the lens would disappear otherwise.  

 



 

Placing and Moving the PhotoLens. 
When participants were asked to create a new collection by select-
ing photos across several piles on the table, different strategies of 
moving the lens and photos could be noticed, showing differences 
among both subjects and modalities in how people took the tool to 
the pile or vice versa.  
In Fig. 11 we can observe how a user interacts with the 2D (Fig 
11, a) and the 3D PhotoLens  (Fig. 11, b). To reach the piles he 
stands up. In the 2D modality he drags the lens towards different 
piles with a finger of the non-dominant hand. When selecting 
photos from one collection (e.g., third frame Fig. 12, a) he rests 
his non-dominant hand on the border of the table: he than uses it 
again for moving the lens towards another pile (e.g., fourth and 
fifth frame Fig. 12, a), while resting the right hand to the border 
this time. All in all, he never moves the piles, and alternatively 
uses the non-dominant and dominant hand for respectively mov-
ing the lens on the table and selecting photos within the lens. In 
the 3D modality he adopts a very similar strategy. He first places 
the physical handle with the dominant hand on a pile: then he 
swaps hands for browsing, and again for selecting. In these cases 
one of the hands is always rested at the border of the table. In 
order to move the lens towards another pile he slides the physical 
tool on the table surface (e.g., fourth and fifth frame in Fig.11). 

 
a) 

 
b) 

Figure 11: Moving the tool and the body towards the 
piles: a) 2D PhotoLens; b) 3D PhotoLens. 

 
a) 

 
b) 

Figure 12: Moving the tool and the piles towards the body: a) 
2D PhotoLens; b) 3D PhotoLens. 

A different approach can be observed in Fig. 12. In this case the 
participant tends to move the piles and the lens towards his body. 
In the first frame of Fig. 12, a, he drags a pile towards himself 
with the dominant hand: with the non-dominant one (second and 
third frame) he than moves the 2D Photolens towards the pile to 
interact with it. In the fourth and fifth frame, he moves other piles 
towards himself with the dominant hand, while slightly moving 
the PhotoLens between one interaction cycle and another one with 
the non-dominant hand. The interaction takes place in the prox-
imity of his body, and the dominant and non-dominant hands are 
alternatively used for moving respectively the piles and the lens. 

When interacting with the 3D PhotoLens (Fig. 12, b) he adopts a 
similar allocation of tasks to dominant and non-dominant hand 
(i.e., moving the piles and the lens accordingly). In this case he 
takes advantage of the graspability and mobility of the physical 
handle in the 3D space to alternatively place it at the border of the 
table (e.g., second and fifth frame in Fig. 12, b). 

5.3 Perceived Experience 
Figure 13 reports the results of post-test questionnaires (average 
values on a Likert scale). Despite the physical control being easier 
to use on average (with a remarkable difference in ease of use 
between the two interfaces for the zooming function in particular), 
participants reported that overall it is more fun to use their hands 
on the screen than the tool. To explore this response a little more 
it is worth referring to participants’ comments.  
For some the 3D PhotoLens was easier to use, especially in the 
zooming function, as it does not require such precise interaction 
as with the graphical wheel. In this respect they told us: “With the 
physical tool you only have to rotate”; “With the physical tool you 
don’t have to think about what you can do, you see it immedi-
ately”; “You don’t need to look for the exact point where to put 
your finger to rotate”; “The rotation for zooming reminds the use 
of analogue cameras”; and finally  “it is easy to place it and rest it 
in one position: with the digital lens I had the feeling I needed to 
hold it in place”. When considering why the graphical interface is 
fun to use, participants cited such factors as: “It is more natural to 
interact directly with your hand than with a device”; “With your 
hand you are directly on the image, the tool is too far away from 
it”; “You need to get used to a device, sometimes the zooming 
with the tool is too fast, you have a better control with your hand 
directly”; “When you interact with the tool you don’t have the 
feeling ‘on the finger tips’ of where the scrollbar ends”. Such 
comments raise interesting questions about subjective perceptions 
of directness, control, haptic feedback, discoverability, easiness 
and enjoyment of interaction, especially when the interaction 
purposes are not merely linked to models of efficiency and per-
formance. Aspects of easiness and enjoyment of interaction, for 
example, do not appear to be causally related.  

 
Figure 13: The results of perceived experience in 

terms of average of the Likert scale values. 

6. DISCUSSION 
Having presented vignettes of action and grounded them in details 
of common practice, it is germane to discuss implications of these 
observations for our discussion of tangibility. The appropriation 
of an experimental methodology allowed us to inform our critical 
enquiry of tangibility by forcing users into making comparative 
use of two functionally similar but fundamentally altered inter-
faces. By forcing this comparative evaluation with a direct-touch 
enabled GUI, we have been able, perhaps more explicitly than in 
past studies [23], to explore the effects of pushing an interface 

 



 

into a 3rd dimension. Our analysis followed the common life-cycle 
of interactions at the interface during photo browsing and manipu-
lation; flowing from the initiation of contact, through pile brows-
ing, selecting images and then moving the ‘lens’ onto new piles 
and iterating. From observation of each of these common stages 
of interface use we feel that there are three key aspects of activity 
raised that we should discuss further, Idiosyncrasy of action, Con-
comitant bimanualism and Sequential action and laterality.  

6.1 Idiosyncrasy of Action 
Not all of our participants used the interface similarly: which 
means that individual actions were often highly idiosyncratic re-
gardless of the interface that participants used, as shown by the 
standard deviations presented in Table 1. Even in our first stage of 
analysis, considering the initiation of interaction, participants 
clearly approached the task (bodily) in different ways. Some un-
derstood that piles of pictures could be dragged towards them-
selves and others relied on moving a tool to the digital objects of 
interest. This latter form of interaction potentially demonstrated 
an existing mental model, perhaps created from years of WIMP 
use, where the fundamental paradigm is to manipulate an interced-
ing tool and take that to the objects of interest (e.g. tools mediated 
by mouse movement in a Photoshop environment). This is as 
opposed to bringing artefacts of interest to the tool of use, such as 
might happen in the real world (e.g. ‘examining’ or ‘framing’ 
tools like microscopes). None-the-less such patterns of interaction 
at the interface were not consistent across all subjects, although 
this is perhaps to be expected with such open interfaces and rela-
tively open tasks. 
This idiosyncratic action has two implications. Firstly it highlights 
the issue of ‘discoverability’ at the interface begging reflection on 
some of the claimed benefits of intuitiveness of the interface in 
some of the TUI literature [15], [19]. We had designed the 3D 
interface to suggest a style of use. However, during our study 
(which represents users’ initial explorations of such interfaces) 
many did not use the interface as intended. Some failed to dis-
cover for themselves our prompted scheme of interaction. This 
suggests that even if an interface is designed to incorporate a 3rd 
dimension, there is no guarantee that all users will appropriate it 
as the designer intends, so some of the performance benefits ex-
pected will not materialize. This strongly suggests that considera-
tion be given to ensuring that 3D interface elements have an in-
herent level of discoverability. Especially if a specific style of 
interaction (e.g. bimanual) purportedly offers some kind of bene-
fit. 
Secondly, however, this observed idiosyncrasy potentially implies 
that one should perhaps design for conflicting user preferences. In 
this open scenario, with a less constrained study task than in some 
previous experiments [20], we saw that users adapted their use of 
the interface to suit factors such as comfort (hence the one handed 
interactions). If this is how users are going to act, perhaps we 
should in future be less concerned with the a priori shaping of the 
minutiae of interaction (such as appropriate handed interactions). 
Instead, we should actively consider designing tangible elements 
that can be appropriated by the user in personal ways.  

6.2 Concomitant Bimanualism 
This form of interaction refers to users using both hands simulta-
neously to operate the interface. Relatively speaking, this did not 
happen that much, however, when it did happen it was more likely 
to occur in interactions with the 2D interface than with the 3D 
interface. The reason given for this by the users appears to centre 
on mistaken mental models of the operation of the 2D interface. 
Some of the users really felt that if they took their left hand away 
from the surface the Lens would disappear (contrary to what they 

were shown). Conversely, for these people the physical handle of 
the 3D interface held some form of object permanence: once 
placed, the physical handle was comfortably left alone. 
Here then, our choice of a comparative analysis has been particu-
larly beneficial. Had we not had the comparison with a 2D inter-
face we would have had a poorer understanding of the effects of 
using a 3D handle, seeing sequential actions during its use and 
assuming that this was entirely user-comfort driven. From under-
standing the bimanual response to the 2D interface we see that an 
implication of building into the 3rd dimension, beyond apparent 
user comfort, is the inherent substantiality of a 3D interface con-
trol creates assurances of consistent action. A benefit of 3D ele-
ments is possibly therefore that they suggest a more consistent 
and accurate control than a comparable 2D interface. 

6.3 Sequential Action and Laterality 
Previous research [31] suggests users of such interfaces utilise 
one-handed interactions, and we also assumed that our interface 
design would promote a lateral division of handed interactions. 
For a large number of users this was often the pattern of behavior 
observed. Particularly those using the 3D interface rather than the 
2D. So in this respect our design solution worked and we can 
confirm that the introduction of a tangible 3D element to the inter-
face appeared to support the lateral division of handedness, pro-
moting bimanualism (albeit sequential rather than concurrent). 
Given research [20] has suggesting performance benefits of bi-
manualism we have effectively observed a benefit from pushing 
the interface into a 3rd dimension.  
However, there is a problem posed by the questionnaire data. 
Previous work discussing the benefits of tangibility has taken a 
more engineering led approach to the evaluation. They have con-
sidered metrics of performance such as speed and task comple-
tion, and in this respect some of our questionnaire results concur 
with their findings, subjective responses from our users suggest 
that there were performance benefits for the 3D interface. How-
ever, this critically conflicts with their perceived preference for 
the 2D interface, which they found more fun to use. And it is the 
reasoning behind this which is of particular interest here. It ap-
pears that certainly for some users there was a significant increase 
in the perception of direct engagement with the 2D interface. Con-
trary to regular expectations that tangibility and three-
dimensionality enhance physical engagement with digital infor-
mation, we would suggest that such a process can perhaps, unwit-
tingly, create a perceptible barrier between user and data. In the 
TUI ideal, physical elements are both input and output. From 
testing our own design we would suggest that if the 3D elements 
of an interface are not deeply considered they can unfortunately 
all too easily traverse a hidden line into becoming just another 
tool for mediating action at the interface, another form of ‘mouse’. 
The level of direct engagement between user and digital artifact 
can be less than that found in direct touch enabled GUIs and con-
sequently, it seems, this impacts user enjoyment., which is after 
all, the critical metric for evaluating interactions with leisure 
technologies. 

7. CONCLUSION 
While the field of interactive surfaces is still in its infancy, we 
think that through the design of interactive systems which con-
sciously combine physical and digital affordances, and the sys-
tematic evaluation thereof, we can learn about people’s interaction 
schemas. To this end we need to investigate what the very differ-
ences, benefits and trade-offs of physical and digital qualities in 
the interaction actually are, and how they affect the user experi-
ence in different contexts. Which solutions provide the best men-
tal model for bimanual cooperative work? Where shall we draw 

 



 

the line between graphical metaphorical representation and em-
bodiment of the functionalities in a physical tool? Agarawala et 
al.’s recent work [1] on physics enhanced desktop-metaphors 
makes an interesting case for this discussion: in this work, phys-
ics-based behaviors are simulated so that icons can “be dragged 
and tossed around with the feel of realistic characteristics such as 
friction and mass”. Accordingly it is timely to explore the borders 
and influences between the look and the feel, the visual and the 
haptic. In this respect, our research agenda is to pursue compara-
tive design and evaluation, contributing to a deeper understanding 
of human interaction behaviour through the design of comparable 
solutions which tackle specific aspects of the interaction (e.g., 
physicality and tangibility), and at the same time provide experi-
ences which are open for people’s expression of preferences and 
relate to realistic everyday life scenarios (e.g., photo browsing). 
The main focus then of our comparative evaluation is not the suc-
cess of design solutions per se, but rather on the discovery and 
understanding of factors affecting user experience. By combining 
empirical and explorative approaches, we attempt to recognize 
patterns which shed light on relationships between design solu-
tions and resulting experience, informing the design of hybrid 
systems. 
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