Math 4242, Section 070
Homework 1

Mark Richard

1) a. Matrix B is a 2 x 2 matrix.
b. Because A has the same number of columns as B has rows, the product AB is defined.

1 -1 1 9 1-1 2-6 0 —4
AB=12 0 (1 6)2 2+0 440 =12 4
3 95 3+5 6+30 8 36

c. B does not have as many columns as A has rows, so the product BA is not defined.

2) a.
1 1 1 1 1 1 1 2 3
0 1 1 01 1]=10 1 2
0 0 1 0 0 1 0 0 1
1 1 1 1 1 1 1 1 1 2 3 4
0 1 1 1 0111} |01 23
0 0 1 1 001 1] oo 1 2
0 0 0 1 0 0 0 1 00 0 1
b.Let S=a+b+c, S =ad +b +c and S” =a” +b" + ¢". Then we have:
a b ¢ 1 1 1 s S S
a b 11 1)]=18 & g
a// b// C// 1 1 1 S// S// S//
c.
1 1 1 1 a a+b+c+d
01 1 1 b b+c+d
0 0 1 1 c c+d
0 0 0 1 d d

w)

3) a. Given that A = <(1) g) we wish to find all 2 x 2 matrices B such that AB = BA. Let B = <Z y>

Then we set up the matrix equation

02 u)=C 062 = m)-C )

This gives us a system of linear equations:

r = x
y = 2y

2z = z

2w = 2w

Thus we can conclude that x and w can be arbitrary parameters a and d, and y and z must be equal to 0.

Hence for the matrix A = ((1) (2)>’ the family of 2 x 2 matrices B that satisfy AB = BA are of the form



B:(g g).

b. Similar to part (a), we now have A = (

(1) 1) and we wish to find all 2 x 2 matrices B such

that AB = BA. Let B = (‘z 3}) Then we can set up the matrix equation

b )E -GG ) =)= 5y

This gives us a system of linear equation:

r+z = x
y+w = x4y
z = z
w = z+w

While the third equation implies that z can be a free parameter, the first and last equations show that z = 0.
The second equation shows us that x = w, so they can both be a single parameter . The second equation

also tells us y is a free parameter, call it t. Thus all such B that satisfy AB = BA are B = (g i)

4) In order for a matrix B to be a left inverse of A, it must be a 1 x 2 matrix. Let B = (z ). Then we
need (a: y) (i) = (1). Thus we have x + 4y = 1. Letting y be a free parameter ¢, we have x = 1 — 4¢.
Thus whenever B = (1 — 4t t) it will be a left inverse of A.

In order for B to be a right inverse, it also has to be a 1 x 2 matrix. So we require (éll) (x y) = (Z; 4yy) =

0 1
there is no such B that is a right inverse of A.

1 . .
( 0) Thus we have an inconsistent system, where we need x = 0 and x = 1. Hence we can conclude that

5) Let A be an invertible n x n matrix with inverse A=!. Let A be a non-zero number. Then consider
the matrix AA. We know that AA = A, A. We know that (AL,)(3In) = (5In)(My) = In, so A, is
invertible with inverse %In. Hence we have the product of two invertible matrices, AI,, and A. Hence
LA =A"1(\L,) " = A‘l%fn = %A‘lln = %A‘l. O

6) Let A be an invertible n x n matrix, n € N. We aim to show that AT is invertible and (AT)~1 = (A~1)T.
Because A is invertible, we have I,, = IT = (AA™H)T = (A"HTAT and also I,, = I = (A71A)T =
AT(A~1)T. Because we have found a matrix that is both a left and right inverse of A7, we have found that
AT is invertible with an inverse of (A=1)T. Hence we also have (AT)~! = (A=1)T. O

7) Let n € N and let A and B be two n x n lower-triangular matrices. We aim to show that the product AB
is also a lower triangular matrix. By definition of a lower-triangular matrix, we know that (A), ; = (B);; =0
whenever ¢ < j. Pick ¢ and j such that ¢,5 € {1,2,...,n} and i < j. We will show that (A); x(B)x,; =0
for all k € {1,2,...,n}. First we can consider the case where k > j. Then we have ¢ < 7 < k and hence
(A);r = 0. Otherwise, we have k < j. In this case we have (B)j ; = 0. Thus each of these products is 0.
However, we know that for any 4, j such that i < 7,

(AB);j =Y (A)ir(B)r; =0
k=1

Thus whenever ¢ < j we have (AB); ; = 0, so AB must be lower-triangular. [J



a b ¢

8) Let A= |0 b (| such that a,t',c¢” # 0. We aim to compute A~! in order to show that A is
0 0 ¢
invertible. We will begin by computing a right inverse. We set up the equation
a b ¢ z o 1 0 0
AX=(0 v < )ly v ¥"|]=(0 10
0 0 (¢ z 2 2 0 0 1

This can be reduced to three systems of equations using the three columns of matrix X as follows:

ax + by 4+ cz = 1
0x + by + dz = 0
0xr + 0y + 2z = 0
ar’ + by + ¢ = 0
0x' + by + 2 =1
0z’ + 0y + ("2 0
ax’ + by + 2 = 0
Om// + b/y// + C/ZH — 0
O.Z'H + Oy// + C//Z// — 1

We will begin by solving the first system. The third equation implies that z = 0. Thus we must also have

that y = 0, and hence x = %

Next we solve the second system. The third equation implies that z’ = 0. Thus from the second equation

y' = #. And then we get that 2’ = _ai"

Finally we solve the third system. The first equation implies that z” = % Thus we get that 3" = —b,c—;,,.
Substituting these into the first equation we obtain, upon some simplification, that ="/ = bg;),’cb,ic. Hence the

right inverse of A is

1 _ b bc'—b'c
a ab’ ab’cj’
-l
0 0 o7
Now we wish to check that this is a left inverse of A.
1 b b’ —b'c a b _ b ¢ _ b ¢’ (b’ =b'c)
« ey awe ) [@0bc o a e o ay b gy 100
XA=1|o0 > — 557 0oy dl=1o & & -85 =10 1 0
0 0 = 0 0 ¢ 0 0 < 0 0 1
- C

Note that every term in the denominator was defined to be non-zero, so this matrix is defined. Thus we
have shown that A is invertible and that its inverse is

1 b bd=bc
1 a ilb/ ab’c)’
x-ar- (o
0 0 =7

C



