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THE q-DEFORMED RANDOM-TO-RANDOM FAMILY IN THE HECKE ALGEBRA

SARAH BRAUNER, PATRICIA COMMINS, DARIJ GRINBERG, FRANCO SALIOLA

Abstract. We generalize Reiner–Saliola–Welker’s well-known but mysterious family of k-random-to-random
shuffles from Markov chains on symmetric groups to Markov chains on the Type-A Iwahori–Hecke algebras.
We prove that the family of operators pairwise commutes and has eigenvalues that are polynomials in q

with non-negative integer coefficients. Our work generalizes work of Reiner–Saliola–Welker and Lafrenière
for the symmetric group, and simplifies all known proofs in this case.

1. Introduction

We introduce the k-random-to-random shuffling operators Rn,k(q), which are elements of the Type-A
Iwahori–Hecke algebra Hn(q), and show that

(1) they commute and are generically diagonalizable, and
(2) their eigenvalues are polynomials in q with non-negative integer coefficients.

These elements encode Markov chains on Hn(q). The case k = 1 is the random-to-random shuffling operator
defined and studied in [1]. The general-k case was studied for q = 1 (that is, in the symmetric group algebra
Sn) by Reiner, Saliola and Welker [17, Theorem 1.1], Dieker and Saliola [9], and Lafrenière [13]. Our work
generalizes their results to arbitrary q, and provides simpler proofs than all previously published proofs of
the q = 1 case.

Notation. To simplify notation, we omit “(q)” for nonspecific q, writing Hn for Hn(q) and Rn,k for Rn,k(q),
and so on. The specialization to the q = 1 case will be denoted, for example, by Rn,k(1).

History of the problem. This work arose from a long quest of studying Markov chains — also known
as “random shuffles” — on the symmetric groups Sn. More precisely, we are interested in those Markov
chains that arise from right multiplication by elements of the group algebra R [Sn], or more generally its
q-deformation the Hecke algebra Hn := Hn(q).

One of the oldest such Markov chains is the Tsetlin library, which — in one of its forms — is given by
right multiplication in R [Sn] by the element

B∗
n(1) =

n∑

i=1

sisi+1 · · · sn−2sn−1.

In probabilistic language, if we view permutations in one-line notation as decks of n cards labelled 1, 2, . . . , n,
then the Tsetlin library corresponds to picking a card at random and moving it to the bottom of the deck,
where the bottom card of the deck is the n-th position. Thus, we call B∗

n(1) the random-to-bottom shuffling
element. (In the literature, B∗

n(1) is sometimes referred to as “random-to-top” by considering the card in
position n to be the top card of the deck. This is the case for instance in [9].)

The random-to-random shuffling element is obtained by composing B∗
n(1) with the bottom-to-random

shuffling element :

Rn(1) = B∗
n(1)Bn(1) and Bn(1) =

n∑

i=1

sn−1sn−2 . . . si+1si.
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Reiner, Saliola and Welker introduced in their monograph [17] a family of elements they called k-random-
to-random shuffling elements Rn,k(1) in the group algebra of Sn, which contained Rn(1) =: Rn,1(1).

Informally, each element Rn,k(1) can be understood as a (rescaled) shuffling process as follows. Associate
a deck of n cards with a word w of length n with letters 1, 2, . . . , n (i.e., a permutation in one-line notation).
Right multiplication by Rn,k(1) acts on w by randomly selecting k letters wi1 , . . . , wik and placing them in
new random positions. More precisely,

Rn,k(1) =
1
k! B

∗
n,k(1)Bn,k(1) ∈ Z [Sn] ,

where the actions of B∗
n,k(1) and Bn,k(1) are defined as follows (cf. Definition 2.1):

(1) B∗
n,k(1) selects k letters wi1 , . . . , wik from a word w and moves them to the end of the word;

(2) Bn,k(1) moves the last k letters in a word u to new positions, chosen with uniform probability.

Example 1.1. Consider n = 4 and k = 2. Using one-line notation, B∗
4,2(1) is

B∗
4,2(1) = 3412 + 3421 + 2413 + 2431 + 2314 + 2341 + 1423 + 1432 + 1324 + 1342 + 1234 + 1243,

which is the sum of all permutations that can be obtained from the identity permutation 1234 by moving
two letters to the end of the word; the red color indicates the moved letters. Similarly,

B4,2(1) = 1234 + 1243 + 1324 + 1342 + 1423 + 1432 + 3124 + 3142 + 3412 + 4123 + 4132 + 4312

is the sum of all permutations that can be obtained from 1234 by moving its last two letters.
Since R4,2(1) = 1

2! B
∗
4,2(1)B

∗
4,2(1), the coefficient of 2314 in R4,2(1) is 8/2!, since there are eight ways

(shown below) to obtain 2314 by first moving two letters from 1234 to the end of the word, and then moving
those letters to new positions.

1234 −→ 2314 −→ 2314 1234 −→ 2341 −→ 2314

1234 −→ 2413 −→ 2314 1234 −→ 2431 −→ 2314

1234 −→ 3412 −→ 2314 1234 −→ 3421 −→ 2314

1234 −→ 1423 −→ 2314 1234 −→ 1432 −→ 2314

In fact, the family Rn,k(1) are examples of a more general construction introduced by Reiner–Saliola–
Welker called symmetrized shuffling operators. An important tool in their study is the theory of random
walks on hyperplane arrangements initiated by Bidigare, Hanlon and Rockmore (BHR) in their seminal work
[3] and subsequently developed by Brown and Diaconis [5, 4].

The symmetrized shuffling operators are obtained by composing a BHR random walk with its transpose.
The term “symmetrized” refers to the fact that these operators can be realized as a product of a real matrix
with its transpose, and hence are always symmetric. Reiner–Saliola–Welker introduced one such operator
νλ for every integer partition λ ⊢ n, each corresponding to a Markov chain on the symmetric group Sn.

Despite the monograph devoted to their study [17], many questions and puzzles about symmetrized
shuffling operators remain. For instance, Reiner–Saliola–Welker identified just two families of partitions
giving rise to pairwise commuting elements in R[Sn]:

(1) the family {νλ} with λ = (n− k, 1k) for 1 ≤ k ≤ n− 1, and

(2) the family {νλ} with λ = (2k, 1n−2k) for 1 ≤ k ≤ ⌊n/2⌋.

The first family is precisely the k-random-to-random shuffling elements:

Rn,k(1) = ν(n−k,1k)

which are the focus of our study—and generalization—here. A forthcoming paper will resolve conjectures
regarding the second family.

Extending a conjecture for Rn(1) of Uyemura-Reyes [21], Reiner–Saliola–Welker conjectured that both
families of operators had eigenvalues in Z≥0, and were able to prove it for the second family (albeit without
giving a manifestly positive formula).

The spectrum of Rn,k(1) remained elusive for nearly two decades, until Dieker and Saliola [9] proved that
Rn,1(1) had non-negative integer eigenvalues using the representation theory of the symmetric group. In her
thesis, Lafrenière [13] built on their results to resolve the full conjecture for Rn,k(1), and provided a second
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proof that these elements pairwise commute. The proofs of these results were quite technical and specific to
the symmetric group, and many enigmatic features of the story endured.

One intriguing mystery was the emergence of the content of a partition in the Dieker–Saliola formula for
the eigenvalues of Rn,1(1), which hinted at a link to the Young–Jucys–Murphy elements for the symmetric
group. This connection was elucidated in recent work by the first and second authors, along with Axelrod-
Freed, Chiang and Lang [1], who introduced a q-deformed version of Rn,1(1) in the Hecke algebra Hn and
proved that its eigenvalues are in Z≥0[q]. Importantly, the proof established the connection to the Young–
Jucys–Murphy elements of Hn, which opened the door to a variety of techniques from representation theory.

Main results. Here, we extend and deepen the perspective introduced in [1]. We generalize the random-
to-random shuffling elements Rn,k(1) in R[Sn] to the q-deformed random-to-random shuffling elements Rn,k

in Hn. Each Rn,k is defined as a product

Rn,k := 1
[k]!q

B∗
n,k Bn,k,

where Bn,k is a sum of elements in Hn indexed by minimal right coset representatives of the parabolic Young
subgroup S(n−k,1k), and [k]q and [k]!q are the q-integers and the q-factorials defined by

[k]q = 1 + q + · · ·+ qk−1 and [k]!q = [1]q[2]q · · · [k]q.

Unlike the q = 1 case, the elements Rn,k can no longer be realized — in general — as products of a positive
real matrix and its transpose.

This deformation is motivated in part by recent interest in Markov chains on Hecke algebras; for example,
Bufetov showed that many interacting particle systems arising in statistical mechanics can be understood as
random walks on Hn [6]. His work implies that questions of convergence of Markov chains are well-posed;
from this perspective, it is of significant interest to understand the eigenvalues of such Markov chains.

On the algebra-combinatorial side, our study of the family {Rn,k} will uncover new properties of the
Hecke algebra, while also shedding light on the original mysterious family {Rn,k(1)} in R[Sn]. In particular,
specializing our arguments to q = 1, we recover the work of Reiner–Saliola–Welker [17] (item (i) below),
Dieker–Saliola [9] (item (iii) for k = 1) and Lafrenière [13] (items (i) and (iii)), each time obtaining a simpler
proof than previously known. Our main results are summarized in the following theorem:

Theorem A. Let n ≥ 0. Then the following holds for {Rn,k}k≥0:

(i) (Theorem 4.1) The elements Rn,k pairwise commute;

(ii) (Proposition 5.4 (b)) When q ∈ R>0, the elements Rn,k (acting from the right on Hn) are diagonal-
izable with a common eigenbasis defined in Theorem 5.14 and Corollary 5.15, and in fact, there is a
containment of images

Hn = im(Rn,0) ⊇ im(Rn,1) ⊇ im(Rn,2) ⊇ · · ·

(iii) (Theorem 5.18) For any q ∈ C, the eigenvalues of Rn,k are in Z≥0[q].

Theorem A is proved by discovering a remarkable recursion relating the elements Bn,k; working modulo
the kernel of B∗

n,k yields a recursive relationship between the Rn,k. In particular, letting Jn be the n-th
Young–Jucys–Murphy element of Hn (defined in equation (2.37)), we prove the following.

Theorem B (Theorem 3.6). For any 1 ≤ k ≤ n, we have

Bn Rn,k =
(

qk Rn−1,k +
(

[n+ 1− k]q + qn+1−kJn

)

Rn−1,k−1

)

Bn .

This recursion is the first key ingredient in proving each item in Theorem A, yielding in particular item (i)
without too much trouble. The remaining parts require a second ingredient, which is the representation
theory of Hn; we use this theory to inductively construct a shared eigenbasis for the Rn,k.

Recall that when Hn is semisimple, the irreducible representations of Hn — like those of the symmetric
group — can be described as Specht modules Sλ for λ an integer partition of n. We show that the eigenvalues
of each Rn,k acting on Sλ are parametrized by horizontal strips λ \ µ with a certain restriction on µ (in
terms of so-called desarrangement tableaux ). The eigenvalue indexed by λ\µ is recursively constructed from
the (smaller) Specht module Sµ by a “lifting” procedure.

In general, a closed form expression for the eigenvalues of Rn,k, as well as a computation of precise
multiplicities, is complicated. We give an explicit general formula for the eigenvalues in equation (5.6),
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which we use to prove Theorem A(iii). We show the general expression simplifies nicely in the following
special cases, which generalizes work of Lafrenière [13] when q = 1.

Theorem C. Let k ≥ 0.

(i) (Proposition 5.23) The only eigenvalue of Rn,k acting on the Specht module S(n) is

E(n)\∅(k) = [k]!q

[
n

k

]2

q

.

(ii) (Proposition 5.25) Suppose ℓ ∈ {0, 1, . . . , n− 1}. Then, some of the eigenvalues of Rn,k acting on

the Specht module S(n−ℓ,1ℓ) are

E(n−ℓ,1ℓ)\(j,1ℓ)(k) = [k]!q

[
n− j − ℓ

k

]

q

[
n+ j

k

]

q

for all j ∈ [n− ℓ] . (1.1)

Here, we are using exponential notation, so that 1ℓ means the entry 1 repeated ℓ times.

(iii) (Proposition 5.24) When ℓ = 1, the formula in (1.1) describes all of the eigenvalues of Rn,k acting on

the Specht module S(n−1,1). Each appears with multiplicity 1, unless two of these numbers happen
to coincide.

We note that our proof of Theorem A item (i) is self-contained except for some elementary computations
in Hn that we recall from [1, Proposition 3.10, Lemma 3.12, (5.2)]. The proofs of items (ii) and (iii), on the
other hand, rely on deeper results from [1] and prior work on Hecke algebras. However, a weaker version
of item (iii), saying only that the eigenvalues are in Z[q] (rather than Z≥0[q]), is reproved using relatively
elementary tools in Appendix C. We suspect that the latter tools might be reusable in other settings when
an integrality of eigenvalues is to be shown (e.g., in algebraic graph theory or representation theory).

The remainder of the paper proceeds as follows:

• In Section 2, we review the definition of the Hecke algebra Hn, define the elements Bn,k, B
∗
n,k and

Rn,k, and introduce the Young–Jucys–Murphy elements Jn.

• Section 3 introduces and subsequently proves our main recursion (Theorem B / Theorem 3.6). This
lays the groundwork for the proofs in the remaining sections.

• We then prove the commutativity of the Rn,k in Section 4 (Theorem 4.1). This proves Theorem A(i).

• In Section 5, we build on results from [1] to compute an eigenbasis for the Rn,k’s when q is a positive
real number. This allows us to prove Theorem A(ii). We also find explicit expressions for the
eigenvalues of the Rn,k’s, which help prove Theorem A(iii). Finally, we prove Theorem C.

• Appendix A proves folklore theorems used throughout the paper. Appendix B gives another proof
of Theorem A(i). Appendix C develops a theory of split elements that can be used to prove the
integrality of eigenvalues of linear operators recursively, and provides an alternative proof of Theo-
rem A(iii) without the positivity. Finally, for the curious reader, the polynomial expansion of the
nonzero eigenvalues of Rn,k for 3 ≤ n ≤ 5 is included in Appendix D.

2. The q-deformed k-random-to-random shuffles

2.1. The Hecke algebra Hn. We study the Hecke algebras of the symmetric groupsSn over some arbitrary
field k. We briefly recall their definition.

Let n be a nonnegative integer. The symmetric group Sn is the group of all permutations of the set
[n] := {1, 2, . . . , n}, and is generated by the simple transpositions si = (i, i+ 1) for all i ∈ [n− 1]. We
will use cycle notation for permutations unless declared otherwise. Permutations are multiplied by the rule
(αβ) (i) = α (β (i)) for all α, β ∈ Sn and i ∈ [n].

We fix q ∈ k. The Hecke algebra Hn (often denoted as Hn(q), but we omit the mention of q) is the
(unital, associative) k-algebra generated by elements T1, T2, . . . , Tn−1 subject to the relations

T 2
i = (q − 1)Ti + q for all i ∈ [n− 1] ; (2.1)

TiTj = TjTi whenever |i− j| > 1; (2.2)

TiTi+1Ti = Ti+1TiTi+1 for all i ∈ [n− 2] . (2.3)
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As a k-vector space, Hn has a basis (Tw)w∈Sn
, defined by the formula

Tw = Ti1Ti2 · · ·Tik (2.4)

if si1si2 · · · sik is a reduced expression1 for w. In particular, Tid = 1 and Tsi = Ti for each i ∈ [n− 1]. We
refer to [14] and [12, Section 7.4] for more in-depth introductions to Hecke algebras.

There is a unique algebra anti-automorphism of Hn that sends each basis vector Tw to Tw−1 and thus,
in particular, preserves all the generators T1, T2, . . . , Tn−1. Following [16, Lemma 2.3], we shall denote this
anti-automorphism by a 7→ a∗. Moreover, the map a 7→ a∗ is an involution, i.e., we have a∗∗ = a for each
a ∈ Hn.

In what follows, we will often assume that q is an indeterminate2. Many of our proofs will require that
q is nonzero and not a root of unity of order ≤ n. However, we can always specialize our indeterminate q
to any specific value in k, and all our results will remain true upon this specialization as long as they are
well-defined (e.g., the denominators don’t become zero). In particular, for the specialization q = 1, the basis
elements Tw of Hn become the permutations w ∈ Sn in the group algebra k [Sn]. When we specialize an
element a ∈ Hn by setting q = 1, we will denote the resulting element by a (1), to distinguish it from the
general case.

We will use the q-integers [k]q := q0 + q1 + · · · + qk−1 and the q-factorials [k]!q = [1]q [2]q · · · [k]q for all
k ∈ N. These are elements of k.

We implicitly consider the Hecke algebras of all symmetric groups to form a chain of subalgebras:

H0 ⊆ H1 ⊆ H2 ⊆ · · ·

by identifying homonymous generators Ti of different Hecke algebras.

2.2. The shuffles. In this work, we will focus on a series of elements of these Hecke algebras, the simplest
of which we define next:

Definition 2.1. For any n ≥ 0, we define the elements

Bn =

n∑

i=1

Tn−1Tn−2 · · ·Ti and

B∗
n =

(
Bn

)∗
=

n∑

i=1

TiTi+1 · · ·Tn−1

in the Hecke algebra Hn. We understand Bn and B∗
n to be 0 (like any empty sum) whenever n ≤ 0.

Example 2.2. Suppose n ≥ 4. Using cycle notation for permutations, we have:

B4 = 1 + T3 + T3T2 + T3T2T1 = Tid + T(4,3) + T(4,3,2) + T(4,3,2,1);

B∗
4 = 1 + T3 + T2T3 + T1T2T3 = Tid + T(3,4) + T(2,3,4) + T(1,2,3,4).

Note that our notations agree with those in [1], but we omit the “(q)” from notations like “Hn(q)” and
“Bn(q)”, and we abbreviate Tsi by Ti.

Definition 2.3. For any n, k ≥ 0, we define the following elements of Hn:

Bn,k := Bn−(k−1) · · · Bn−1 Bn and (2.5)

B∗
n,k :=

(
Bn,k

)∗
= B∗

n B
∗
n−1 · · · B

∗
n−(k−1) and (2.6)

Rn,k :=
1

[k]!q
B∗
n,k Bn,k . (2.7)

We will soon see that B∗
n,k Bn,k is a multiple of [k]!q (Lemma 2.10), which implies that Rn,k is well-

defined for any value of q, even if the denominator in (2.7) might vanish; in this case, we expand Rn,k for
an indeterminate q and then substitute our desired value of q.

The elements Bn,k, B
∗
n,k and Rn,k are called (respectively) the k-bottom-to-random shuffle, the k-random-

to-bottom shuffle and the k-random-to-random shuffle in the Hecke algebra Hn (although the names are

1A reduced expression for a permutation w ∈ Sn means a way of writing w as a product of the form si1si2 · · · sik with

minimum k. This minimum k is called the (Coxeter) length of w, and equals the number of inversions of w.
2That is, k will be a field of rational functions m (q) over a smaller field m.
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swapped in some of the literature). The k-top-to-random shuffle and k-random-to-top shuffle are obtained
from Bn,k and B∗

n,k by applying the involutive algebra endomorphism of Hn that sends each Ti to Tn−i.
Both Bn,0 and B∗

n,0 equal 1, being empty products. Hence, Rn,0 = 1 as well. Note that Bn,1 = Bn and
B∗
n,1 = B∗

n. On the other hand, recall that Bm and B∗
m are 0 whenever m ≤ 0; thus, Definition 2.3 yields

that

Bn,k = B∗
n,k = 0 for all k > n, (2.8)

and consequently

Rn,k = 0 for all k > n. (2.9)

Note that Bn,k is the C
(n)
n−k from [1], whereas Rn,1 is the Rn from [1].

Example 2.4. For n = 3, we have (using cycle notation for permutations)

B3,0 = B∗
3,0 = R3,0 = 1

and

B3,1 = B3 = 1 + T2 + T2T1 = Tid + T(3,2) + T(3,2,1);

B∗
3,1 = B∗

3 = 1 + T2 + T1T2 = Tid + T(2,3) + T(1,2,3);

R3,1 =
1

[1]!q
B∗
3,1 B3,1 = [3]qTid + q[2]qT(1,2) + [2]qT(2,3) + qT(1,2,3) + qT(1,3,2) + (q − 1)T(1,3)

and

B3,2 = B2 B3 =
∑

w∈S3

Tw; B∗
3,2 = B∗

3 B
∗
2 =

∑

w∈S3

Tw; R3,2 = [3]q
∑

w∈S3

Tw

and

B3,3 = B∗
3,3 =

∑

w∈S3

Tw; R3,3 =
∑

w∈S3

Tw.

Note that the (q − 1)T(1,3) term in R3,1 is invisible for q = 1.

Example 2.5. For n = 4 and k = 2, we have

R4,2 =
(
q4 + q3 + 2q2 + q + 1

)
Tid +

(
q3 + 2q2 + q + 1

)
T(3,4) +

(
q4 + q3 + q2 + q + 1

)
T(2,3)

+
(
q3 + q2 + q + 1

)
T(2,3,4) +

(
q3 + q2 + q + 1

)
T(2,4,3) +

(
q3 + q + 1

)
T(2,4)

+
(
q4 + q3 + 2q2 + q

)
T(1,2) +

(
q3 + 2q2 + q

)
T(1,2)(3,4) +

(
q4 + q3 + q2 + q

)
T(1,2,3)

+
(
q3 + q2 + q

)
T(1,2,3,4) +

(
q3 + q2 + q

)
T(1,2,4,3) +

(
q3 + q

)
T(1,2,4)

+
(
q4 + q3 + q2 + q

)
T(1,3,2) +

(
q3 + q2 + q

)
T(1,3,4,2) +

(
q4 + q3 + q2 + q − 1

)
T(1,3)

+
(
q3 + q2 + q − 1

)
T(1,3,4) +

(
q3 + q

)
T(1,3)(2,4) +

(
q3 + q − 1

)
T(1,3,2,4)

+
(
q3 + q2 + q

)
T(1,4,3,2) +

(
q3 + q

)
T(1,4,2) +

(
q3 + q2 + q − 1

)
T(1,4,3)

+
(
q3 + q − 1

)
T(1,4) +

(
q3 + q − 1

)
T(1,4,2,3) +

(
q3 + q − 2

)
T(1,4)(2,3).

2.3. Alternative formulas for the shuffles. The elements Bn and B∗
n can also be rewritten in more

combinatorial terms:

Proposition 2.6. Let n ≥ 0. Then,

Bn =

n∑

i=1

T(n,n−1,...,i) =
∑

w∈Sn;
w−1(1)<w−1(2)<···<w−1(n−1)

Tw; (2.10)

B∗
n =

n∑

i=1

T(i,i+1,...,n) =
∑

w∈Sn;
w(1)<w(2)<···<w(n−1)

Tw, (2.11)

where (n, n− 1, . . . , i) and (i, i+ 1, . . . , n) are understood as cycles.
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Proof. For each i ∈ {1, 2, . . . , n}, we have Tn−1Tn−2 · · ·Ti = T(n,n−1,...,i), since sn−1sn−2 · · · si is a reduced
expression for the cycle (n, n − 1, . . . , i). Thus, the first equality sign in (2.10) is just a restatement of the
definition of Bn.

The second equality sign in (2.10) follows from the combinatorial observation that the permutations
w ∈ Sn satisfying w−1 (1) < w−1 (2) < · · · < w−1 (n− 1) are precisely the cycles (n, n − 1, . . . , i) for
i ∈ {1, 2, . . . , n} (because each of the former permutations w is uniquely determined by the value w−1 (n),
and if we denote this value by i, then our w is the cycle (n, n− 1, . . . , i)). Thus, (2.10) is proved.

The proof of (2.11) is similar (here, the permutations w ∈ Sn satisfying w (1) < w (2) < · · · < w (n− 1)
are classified by the value w (n)). �

Remark 2.7. More generally, it can be shown that

Bn,k =
∑

w∈Sn;

w−1(1)<w−1(2)<···<w−1(n−k)

Tw; (2.12)

B∗
n,k =

∑

w∈Sn;
w(1)<w(2)<···<w(n−k)

Tw (2.13)

for all n ≥ k. Indeed, the former equality is [1, Lemma 3.12], whereas the latter follows from it using (2.15).
For q = 1, this implies that the element B∗

n,k(1) lies in the subalgebra of the symmetric group algebra known
as Solomon’s descent algebra [19]. However, the descent algebra does not seem to generalize to the Hecke
algebra with general q (the relevant basis elements no longer span a subalgebra, even for n = 3), which
renders any use of the descent algebra a dead end at our level of generality.

Before we move on to more substantial statements, recall from Section 2.1 that a 7→ a∗ denotes the
unique algebra anti-automorphism of Hn that sends each basis vector Tw to Tw−1 . This notation extends
our existing notations: In fact, from Definition 2.1 and Definition 2.3, we have

(Bn)
∗
= B∗

n and (2.14)

(Bn,k)
∗
= B∗

n,k (2.15)

for all nonnegative n and k. Since a 7→ a∗ is an involution, from (2.14) and (2.15), we obtain

(B∗
n)

∗
= Bn and (2.16)

(
B∗
n,k

)∗
= Bn,k (2.17)

for all n, k ≥ 0. As a consequence, the anti-automorphism a 7→ a∗ preserves the k-random-to-random shuffles:

Lemma 2.8. Let n, k ≥ 0. Then,

(Rn,k)
∗ = Rn,k . (2.18)

Proof. Because of (2.7), we just need to show that
(
B∗
n,k Bn,k

)∗
= B∗

n,k Bn,k. But this follows from

(
B∗
n,k Bn,k

)∗
= (Bn,k)

∗ (B∗
n,k

)∗
(since a 7→ a∗ is an anti-morphism)

= B∗
n,k Bn,k (by (2.15) and (2.17)) . �

When q = 1, the elements Rn,n−k ∈ Hn become the elements ν(k,1n−k) ∈ k [Sn] from [17, Section 1.2].
Indeed, this is a consequence (Proposition 2.11) of a factorization (2.20) of Rn,k that holds for all q. To
state the latter, we need some more notations.

For each subset I of [n], let uI ∈ Sn be the unique permutation that

(1) is strictly increasing on I and on [n] \ I, and
(2) satisfies uI (I) = {1, 2, . . . , |I|}.

Thus, uI sends the elements of I in increasing order to the numbers 1, 2, . . . , |I|, and sends the remaining
elements of [n] in increasing order to the remaining numbers |I|+ 1, |I|+ 2, . . . , n.

Given any i ∈ {0, 1, . . . , n}, we write S[n]−[i] for the subgroup of Sn consisting of all permutations w ∈ Sn

that fix the numbers 1, 2, . . . , i. This subgroup is generated by si+1, si+2, . . . , sn−1, and is isomorphic toSn−i.
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Proposition 2.9. Let n ≥ k, and set

Xn,k :=
∑

I⊆[n];
|I|=n−k

TuI
and Mn,k :=

∑

w∈S[n]−[n−k]

Tw.

Then,

Bn,k = Mn,k X n,k; (2.19)

Rn,k = X ∗
n,k Mn,k Xn,k; (2.20)

M2
n,k = [k]!q Mn,k; (2.21)

M∗
n,k = Mn,k . (2.22)

Furthermore, if j is a positive integer such that n− k < j < n, then

Tj Mn,k = qMn,k; (2.23)

Tj Bn,k = qBn,k . (2.24)

Proof. We recall some notations from [1]. A composition of n means a finite tuple of positive integers whose
sum is n. We shall use exponential notation, so that (1n−k, k) means the composition of n that consists of
n− k many 1s followed by a k.

For a composition α = (α1, α2, . . . , αp) of n, consider the Young subgroup Sα of Sn consisting of the per-
mutations that permute the smallest α1 elements among themselves, permute the next-smallest α2 elements
among themselves, and so on. Thus, S(1n−k,k) = S[n]−[n−k].

Furthermore, for a composition α = (α1, α2, . . . , αp) of n, we let Xα denote the set of minimal-length
right coset representatives of Sα in Sn. Explicitly, these representatives are the permutations that (when
written in one-line notation) contain the smallest α1 elements in increasing order from left to right, contain
the next-smallest α2 elements in increasing order from left to right, and so on. Thus, X(n−k,k) consists of
the permutations w ∈ Sn that contain the numbers 1, 2, . . . , n− k in increasing order from left to right, and
contain the numbers n − k + 1, n − k + 2, . . . , n in increasing order from left to right. These permutations
are just the uI for the n− k-element subsets I of [n].

For any composition α of n, we define the elements

xα :=
∑

w∈Xα

Tw and mα :=
∑

w∈Sα

Tw in Hn .

It is shown in [1, Proposition 3.10] that

Bn,k = m(1n−k,k) x(n−k,k). (2.25)

However, S(1n−k,k) = S[n]−[n−k] shows that m(1n−k,k) = Mn,k, whereas our above description of X(n−k,k)

shows that x(n−k,k) = Xn,k. Hence, (2.25) can be rewritten as

Bn,k = Mn,k X n,k .

This proves (2.19).
Now let us show (2.22). The set S[n]−[n−k] is a subgroup of Sn, and thus is closed under taking inverses

(i.e., we have w−1 ∈ S[n]−[n−k] for each w ∈ S[n]−[n−k]). Thus, the map a 7→ a∗ permutes the addends of
the sum Mn,k =

∑

w∈S[n]−[n−k]
Tw. Hence, M

∗
n,k = Mn,k. This proves (2.22).

We let ℓ (w) denote the (Coxeter) length of any permutation w ∈ Sn, that is, the number of inversions of
w.

Next, we shall prove (2.23). For this, we fix a positive integer j such that n − k < j < n. Then,
sj ∈ S[n]−[n−k] = S(1n−k,k). A permutation w ∈ S[n]−[n−k] will be called southern if it satisfies w−1 (j) <

w−1 (j + 1), and northern otherwise. If w is a southern permutation, then ℓ (sjw) = ℓ (w) + 1 and thus
Tsjw = TjTw, so that

Tw + Tsjw = Tw + TjTw = (1 + Tj)Tw. (2.26)
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Moreover, the map w 7→ sjw is a bijection from the set of all southern permutations in S[n]−[n−k] to the set
of all northern permutations in S[n]−[n−k]. Hence,

∑

w∈S[n]−[n−k];
w is northern

Tw =
∑

w∈S[n]−[n−k];
w is southern

Tsjw. (2.27)

Now, the sum Mn,k =
∑

w∈S[n]−[n−k]
Tw can be split into southern and northern permutations. Thus we

find

Mn,k =
∑

w∈S[n]−[n−k]

Tw =
∑

w∈S[n]−[n−k];
w is southern

Tw +
∑

w∈S[n]−[n−k];
w is northern

Tw

=
∑

w∈S[n]−[n−k];
w is southern

Tw +
∑

w∈S[n]−[n−k];
w is southern

Tsjw (by (2.27))

=
∑

w∈S[n]−[n−k];
w is southern

(
Tw + Tsjw

)
=

∑

w∈S[n]−[n−k];
w is southern

(1 + Tj) Tw

(by (2.26)). Left multiplication by Tj transforms this into

Tj Mn,k =
∑

w∈S[n]−[n−k];
w is southern

Tj (1 + Tj)
︸ ︷︷ ︸

=q(1+Tj)

Tw = q
∑

w∈S[n]−[n−k];
w is southern

(1 + Tj)Tw

︸ ︷︷ ︸

=Mn,k

= qMn,k .

Thus, (2.23) is proved.
Equation (2.24) follows from (2.19) and (2.23): if j is a positive integer such that n− k < j < n, then

Tj Bn,k = Tj Mn,k Xn,k = qMn,k X n,k = q Bn,k .

By repeatedly applying (2.23), we easily see that

Tw Mn,k = qℓ(w)Mn,k (2.28)

for any w ∈ S[n]−[n−k] (since w has a reduced expression containing only sj with n − k < j < n). Since
Mn,k =

∑

w∈S[n]−[n−k]
Tw, we now have

Mn,k Mn,k =
∑

w∈S[n]−[n−k]

Tw Mn,k

=
∑

w∈S[n]−[n−k]

qℓ(w) Mn,k (by (2.28))

=




∑

w∈S[n]−[n−k]

qℓ(w)



Mn,k . (2.29)

However, the subgroup S[n]−[n−k] of Sn is isomorphic to the symmetric group Sk (via the isomorphism that
sends each generator si to sn−i), and this isomorphism preserves the length of a permutation. Hence,

∑

w∈S[n]−[n−k]

qℓ(w) =
∑

w∈Sk

qℓ(w) = [k]!q (2.30)

by a well-known identity ([18, Theorem 3.2.1]). Thus, (2.29) rewrites as Mn,k Mn,k = [k]!q Mn,k. In other

words, M2
n,k = [k]!q Mn,k. This proves (2.21).

The two equalities (2.21) and (2.22) entail

M∗
n,k Mn,k = Mn,k Mn,k = M2

n,k = [k]!q Mn,k .
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Now, (2.19) yields

B∗
n,k Bn,k = (Mn,k Xn,k)

∗ Mn,k Xn,k = X ∗
n,k M

∗
n,k Mn,k

︸ ︷︷ ︸

=[k]!q Mn,k

Xn,k

= [k]!q X
∗
n,k Mn,k Xn,k . (2.31)

Dividing this by [k]!q, we obtain

Rn,k = X ∗
n,k Mn,k X n,k,

because of (2.7). This proves (2.20). �

We can now prove something we have claimed right after Definition 2.3:

Lemma 2.10. Let n, k ≥ 0. Then, Rn,k is well-defined for all values of q, since the product B∗
n,k Bn,k is a

multiple of [k]!q.

Proof. If k > n, then the claim follows from Bn,k = 0. If k ≤ n, then it follows from (2.31). �

The proof shows that Rn,k is actually a linear combination of basis elements Tw, with each coefficient
being a universal polynomial in q with integer coefficients. Hence, any identity between Rn,k’s that we
prove for an infinite set of q’s will automatically be true for every q. In particular, we can thus assume the
invertibility of [n]!q and of q in our proofs without having to require it in our claims (unless [n]!q or q appear
as denominators in said claim).

As another byproduct of Proposition 2.9, let us show that the q = 1 specialization of Rn,n−k agrees with
the element ν(k,1n−k) ∈ k [Sn] from [17, Section 1.2]:

Proposition 2.11. Assume that q = 1. Let n ≥ k ≥ 0. For each w ∈ Sn, let noninvk w denote the
number of all k-element subsets of [n] on which w is strictly increasing (i.e., the number of choices of
1 ≤ i1 < i2 < · · · < ik ≤ n satisfying w (i1) < w (i2) < · · · < w (ik)). Then,

Rn,n−k(1) =
∑

w∈Sn

(noninvk w)w ∈ k [Sn] .

Proof. Applying (2.20) to n− k instead of k, we obtain

Rn,n−k = X ∗
n,n−k Mn,n−k Xn,n−k =

(
∑

I⊆[n];
|I|=k

TuI

)∗(
∑

w∈S[n]−[k]

Tw

)(
∑

I⊆[n];
|I|=k

TuI

)

by the definitions of X n,n−k and Mn,n−k. In the specialization q = 1, the element Tw maps to w ∈ Sn, so
the above simplifies to

Rn,n−k(1) =

(
∑

I⊆[n];
|I|=k

uI

)∗(
∑

w∈S[n]−[k]

w

)(
∑

I⊆[n];
|I|=k

uI

)

=
∑

I⊆[n];
|I|=k

∑

w∈S[n]−[k]

∑

J⊆[n];
|J|=k

u−1
I wuJ

(
since u∗

I = u−1
I

)

=
∑

J⊆[n];
|J|=k

∑

I⊆[n];
|I|=k

(
∑

w∈S[n]−[k]

u−1
I wuJ

)

.

The sum inside the parentheses here is the sum of all permutations in Sn that send the k elements of J to
the k elements of I in increasing order (because uJ sends the k elements of J to the k numbers 1, 2, . . . , k
in increasing order, then w ∈ S[n]−[k] leaves these k numbers 1, 2, . . . , k unchanged, and finally u−1

I sends
the numbers 1, 2, . . . , k to the k elements of I in increasing order). In other words, it is the sum of all
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permutations w ∈ Sn that are strictly increasing on J and satisfy w (J) = I. Hence, the above equality can
be rewritten as

Rn,n−k(1) =
∑

J⊆[n];
|J|=k

∑

I⊆[n];
|I|=k

(
∑

w∈Sn;
w is increasing on J;

w(J)=I

w

)

=
∑

J⊆[n];
|J|=k

∑

w∈Sn;
w is increasing on J

w

=
∑

w∈Sn

∑

J⊆[n];
|J|=k;

w is increasing on J

w

︸ ︷︷ ︸

=(noninvk w)w

=
∑

w∈Sn

(noninvk w)w. �

2.4. Recursions. The following recursions for our shuffles Bn,k, B∗
n,k and Rn,k follow easily from their

definitions.

Proposition 2.12. Let n and k be positive. Then,

Bn,k = Bn−1,k−1 Bn; (2.32)

B∗
n,k = B∗

n B
∗
n−1,k−1; (2.33)

Bn,k = Bn−k+1 Bn,k−1; (2.34)

B∗
n,k = B∗

n,k−1 B
∗
n−k+1; (2.35)

[k]q Rn,k = B∗
n Rn−1,k−1 Bn . (2.36)

Proof. First, we prove (2.32). By definition, we have Bn,k = Bn−(k−1) · · · Bn−1 Bn. Likewise, Bn−1,k−1 =
Bn−(k−1) · · · Bn−2 Bn−1, since (n− 1)− ((k − 1)− 1) = n− (k − 1). Thus,

Bn,k = Bn−(k−1) · · · Bn−1 Bn =
(
Bn−(k−1) · · · Bn−2 Bn−1

)
Bn = Bn−1,k−1 Bn .

This proves (2.32). The proof of (2.33) is analogous, and the proofs of (2.34) and (2.35) are similar.
Finally, to prove (2.36), we observe that

B∗
n Rn−1,k−1 Bn = B∗

n

(
1

[k − 1]!q
B∗
n−1,k−1 Bn−1,k−1

)

Bn (by (2.7))

=
1

[k − 1]!q
(B∗

n B
∗
n−1,k−1)(Bn−1,k−1 Bn)

=
1

[k − 1]!q
B∗
n,k Bn,k (by (2.33) and (2.32))

=
[k]q
[k]!q

B∗
n,k Bn,k

(

since [k]!q = [k − 1]!q [k]q

)

= [k]q Rn,k (by (2.7)) . �

2.5. Enter the Young–Jucys–Murphy elements. Assume that q 6= 0. Recall the Young–Jucys–Murphy
elements J1, J2, J3, . . . in the respective Hecke algebras H1,H2,H3, . . . defined by

Jk =

k−1∑

i=1

qi−kT(i,k) for all k ≥ 1, (2.37)

where (i, k) denotes the transposition that swaps i with k. For instance, J3 = q−2T(1,3) + q−1T(2,3). Note
that J1 = 0.

The anti-automorphism a 7→ a∗ of the Hecke algebra Hn preserves Tw for each transposition w (since
w−1 = w), and thus also preserves the Young–Jucys–Murphy elements, i.e., we have

(Jk)
∗
= Jk for all k ≥ 1. (2.38)

We will now state two well-known properties of Young–Jucys–Murphy elements that will aid our com-
putations later on. While they both appear in the literature (e.g., [14, Proposition 3.26] or [15, (4.1)]), we
nevertheless include their proofs in Appendix A to keep this work self-contained.
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Lemma 2.13. Let n > 1. Then,

Tn−1Jn−1 = Jn(Tn−1 − q + 1)− 1.

Lemma 2.14. Let n, i > 0 with i /∈ {n− 1, n}. Then, Ti commutes with Jn.

Lemma 2.15. Assume that n > 0. Then, Jn commutes with any element of Hn−1.

Proof. The algebra Hn−1 is generated by the elements T1, T2, . . . , Tn−2. But Lemma 2.14 shows that all
these elements commute with Jn. �

Lemma 2.15 easily yields the well-known fact that the Young–Jucys–Murphy elements J1, J2, J3, . . . all
commute.

Lemma 2.16. Let n > 1. Then,

Bn B
∗
n = [n]q + qnJn + B∗

n−1 Tn−1 Bn−1 .

Proof. See [1, Equation (5.2) in the proof of Theorem 5.2]. �

3. A recursion

We shall next work our way towards a crucial recursive formula expressing Bn Rn,k in terms of Rn−1,k Bn,
Rn−1,k−1 Bn and Jn (Theorem 3.6).

For each 1 ≤ i ≤ n, we define the element

λn,i :=
(

Tn−1 · · ·Tn−i+1

)(

[n− i+ 1]q + qn−i+1Jn−i+1

)

of Hn. These elements clearly satisfy the formula

λn,1 = [n]q + qnJn (3.1)

and the recursion
λn,i = Tn−1λn−1,i−1 for all 1 < i ≤ n. (3.2)

Furthermore, for any 0 ≤ k ≤ n, we define

γn,k :=

k∑

i=1

λn,i =

k∑

i=1

Tn−1 · · ·Tn−i+1

(

[n− i+ 1]q + qn−i+1Jn−i+1

)

.

Thus, γn,0 = 0 and γn,1 = λn,1 = [n]q + qnJn. The elements γn,k furthermore satisfy the following recursion:

Lemma 3.1. For any 1 ≤ k ≤ n, we have

γn,k = [n]q + qnJn + Tn−1γn−1,k−1. (3.3)

Proof. The definition of γn,k yields

γn,k =
k∑

i=1

λn,i = λn,1 +
k∑

i=2

λn,i = λn,1 +
k∑

i=2

Tn−1λn−1,i−1 (by (3.2))

= λn,1 + Tn−1

k∑

i=2

λn−1,i−1 = λn,1 + Tn−1

k−1∑

i=1

λn−1,i (3.4)

(here, we reindexed the sum by substituting i for i− 1). However, by the definition of γn−1,k−1, we have

k−1∑

i=1

λn−1,i = γn−1,k−1

and we also know that λn,1 = [n]q+qnJn. Thus, we can rewrite (3.4) as γn,k = [n]q+qnJn+Tn−1γn−1,k−1. �

Finally, we set

Λn,k := B∗
n−1,k−1 γn,k (3.5)

for each 1 ≤ k ≤ n. We extend this to k = 0 by setting Λn,0 := 0. Note that

Λn,1 = B∗
n−1,0 γn,1 = γn,1 = [n]q + qnJn. (3.6)
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Proposition 3.2. For any 1 ≤ k ≤ n, we have

Bn B
∗
n,k = B∗

n−1,k

(

Tn−1Tn−2 · · ·Tn−k

)

Bn−k +Λn,k.

Here, we understand T0 to mean 0.

Proof. We proceed by induction on k. As a base case, when k = 1, we have

Bn B
∗
n = B∗

n−1 Tn−1 Bn−1 + [n]q + qnJn (by Lemma 2.16)

= B∗
n−1 Tn−1 Bn−1 +Λn,1 (by (3.6)) . (3.7)

(This also holds for n = 1, since we set T0 = 0.)
Now, let k > 1, and assume the proposition holds for k − 1. Then, the induction hypothesis (applied to

n− 1 and k − 1 instead of n and k) yields

Bn−1 B
∗
n−1,k−1

= B∗
n−2,k−1

(

Tn−2Tn−3 · · ·Tn−k

)

Bn−k +Λn−1,k−1 (3.8)

since (n− 1)− (k− 1) = n− k. Furthermore, since B∗
n−1,k−1 ∈ Hn−1, Lemma 2.15 shows that Jn commutes

with B∗
n−1,k−1. Thus, [n]q + qnJn commutes with B∗

n−1,k−1 as well. In view of (3.6), we can restate this as

follows: Λn,1 commutes with B∗
n−1,k−1. But (2.33) yields

Bn B
∗
n,k = (Bn B

∗
n)B

∗
n−1,k−1

=
(
B∗
n−1 Tn−1 Bn−1 +Λn,1

)
B∗
n−1,k−1 (by (3.7))

= B∗
n−1 Tn−1

(
Bn−1 B

∗
n−1,k−1

)
+ Λn,1 B

∗
n−1,k−1

= B∗
n−1 Tn−1

(
Bn−1 B

∗
n−1,k−1

)
+ B∗

n−1,k−1 Λn,1

(
since Λn,1 commutes with B∗

n−1,k−1

)

= B∗
n−1 Tn−1

(

B∗
n−2,k−1 (Tn−2Tn−3 · · ·Tn−k)Bn−k +Λn−1,k−1

)

+ B∗
n−1,k−1 Λn,1 (by (3.8))

= B∗
n−1 Tn−1 B

∗
n−2,k−1 (Tn−2Tn−3 · · ·Tn−k)Bn−k

︸ ︷︷ ︸
=: α

+B∗
n−1 Tn−1Λn−1,k−1 + B∗

n−1,k−1 Λn,1
︸ ︷︷ ︸

=: β

.

Note that Tn−1 commutes with B∗
n−2,k−1 since B∗

n−2,k−1 ∈ Hn−2. With α, β defined above, we thus have

α = B∗
n−1 B

∗
n−2,k−1 (Tn−1Tn−2Tn−3 · · ·Tn−k)Bn−k

= B∗
n−1,k (Tn−1Tn−2 · · ·Tn−k)Bn−k (by (2.33)) .

Hence, to complete the proof, it suffices to prove that β = Λn,k. But the definition of Λn−1,k−1 yields

β = B∗
n−1 Tn−1 B

∗
n−2,k−2 γn−1,k−1 + B∗

n−1,k−1 Λn,1

= B∗
n−1 B

∗
n−2,k−2 Tn−1γn−1,k−1 + B∗

n−1,k−1 Λn,1

(
since Tn−1 commutes with B∗

n−2,k−2

)

= B∗
n−1,k−1 Tn−1γn−1,k−1 + B∗

n−1,k−1 Λn,1 (by (2.33))

= B∗
n−1,k−1 ( Λn,1 + Tn−1γn−1,k−1)

= B∗
n−1,k−1

(

[n]q + qnJn + Tn−1γn−1,k−1

) (

since Λn,1 = [n]q + qnJn

)

= B∗
n−1,k−1 γn,k (by (3.3))

= Λn,k,

completing the proof. �

Proposition 3.3. Let 0 ≤ k ≤ n. There exists In,k ∈ Hn such that

γn,k = [k]q

(

[n− k + 1]q + qn−k+1Jn

)

+ In,k and In,k Bn,k = 0.

Proof. We let ker(Bn,k) be the set of all h ∈ Hn that satisfy hBn,k = 0. This is a left ideal of Hn.
Furthermore, set

ρn,k := [k]q

(

[n− k + 1]q + qn−k+1Jn

)

.

We must show that γn,k ≡ ρn,k (mod ker(Bn,k)).
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We proceed by induction on k, where the k = 0 case boils down to 0 = 0, and the k = 1 case follows from
γn,1 = [n]q + qnJn = ρn,1.

Now assume k > 1 (whence n > 1 as well). By our induction hypothesis,

γn−1,k−1 ≡ ρn−1,k−1 (mod ker(Bn−1,k−1)).

Since ker(Bn−1,k−1) ⊆ ker(Bn,k) (a consequence of (2.32)), this entails

γn−1,k−1 ≡ ρn−1,k−1 (mod ker(Bn,k)).

In view of this, (3.3) becomes

γn,k ≡ [n]q + qnJn + Tn−1ρn−1,k−1 (mod ker(Bn,k)). (3.9)

We rewrite the term Tn−1 ρn−1,k−1 as follows:

Tn−1 ρn−1,k−1 = Tn−1 [k − 1]q

(

[n− k + 1]q + qn−k+1Jn−1

)

(by definition)

= [k − 1]q [n− k + 1]q Tn−1 + qn−k+1 [k − 1]q Tn−1Jn−1

(by distributivity)

= [k − 1]q [n− k + 1]q Tn−1 + qn−k+1 [k − 1]q

(

Jn(Tn−1 − q + 1)− 1
)

(by Lemma 2.13)

≡ [k − 1]q [n− k + 1]q q + qn−k+1 [k − 1]q

(

Jn(q − q + 1)− 1
)

(since (2.24) shows that Tn−1 ≡ q (mod ker(Bn,k)))

= q [k − 1]q [n− k + 1]q + qn−k+1 [k − 1]q (Jn − 1) (mod ker(Bn,k)).

We substitute this into (3.9) to obtain

γn,k ≡ [n]q + qnJn + q [k − 1]q [n− k + 1]q + qn−k+1 [k − 1]q (Jn − 1)

=
(

[n]q − qn−k+1 [k − 1]q

)

+ q [k − 1]q [n− k + 1]q + qn−k+1
(
qk−1 + [k − 1]q

)
Jn

= [n− k + 1]q + q [k − 1]q [n− k + 1]q + qn−k+1 [k]q Jn (by (3.10) and (3.11))

= (1 + q [k − 1]q) [n− k + 1]q + qn−k+1 [k]q Jn

= [k]q [n− k + 1]q + qn−k+1 [k]q Jn (by (3.12))

= [k]q
(
[n− k + 1]q + qn−k+1Jn

)
(mod ker(Bn,k)),

where we used the q-integer identities

[n]q − qn−k+1 [k − 1]q = [n− k + 1]q , (3.10)

qk−1 + [k − 1]q = [k]q , (3.11)

1 + q [k − 1]q = [k]q . (3.12)

In other words, γn,k ≡ ρn,k (mod ker(Bn,k)). This completes the induction step, and with it the proof of
the proposition. �

We obtain the following natural corollary.

Corollary 3.4. Let 1 ≤ k ≤ n. Then,

Λn,k Bn,k = [k]q

(

[n+ 1− k]q + qn+1−kJn

)

B∗
n−1,k−1 Bn,k .

Proof. Lemma 2.15 shows that Jn commutes with B∗
n−1,k−1 since B∗

n−1,k−1 ∈ Hn−1. Hence,

[k]q

(

[n+ 1− k]q + qn+1−kJn

)

commutes with B∗
n−1,k−1 as well.
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By Proposition 3.3, there exists In,k ∈ Hn such that

γn,k = [k]q

(

[n+ 1− k]q + qn+1−kJn

)

+ In,k and In,k Bn,k = 0.

Multiplying this by Bn,k from the right, we obtain

γn,k Bn,k = [k]q

(

[n+ 1− k]q + qn+1−kJn

)

Bn,k . (3.13)

Recalling the definition of Λn,k, we have

Λn,k Bn,k = B∗
n−1,k−1 γn,k Bn,k

= B∗
n−1,k−1 [k]q

(

[n+ 1− k]q + qn+1−kJn

)

Bn,k (by (3.13))

= [k]q

(

[n+ 1− k]q + qn+1−kJn

)

B∗
n−1,k−1 Bn,k

since [k]q
(
[n+ 1− k]q + qn+1−kJn

)
commutes with B∗

n−1,k−1. �

Lemma 3.5. For any 1 ≤ k ≤ n, we have

Bn B
∗
n,k Bn,k = qk B∗

n−1,k Bn,k+1 + [k]q

(

[n+ 1− k]q + qn+1−kJn

)

B∗
n−1,k−1 Bn,k .

Proof. By Proposition 3.2, we have that

Bn B
∗
n,k = B∗

n−1,k

(

Tn−1Tn−2 · · ·Tn−k

)

Bn−k +Λn,k.

Multiply both sides by Bn,k from the right. The first term on the right-hand side becomes

B∗
n−1,k

(

Tn−1Tn−2 · · ·Tn−k

)

Bn−k Bn,k

= B∗
n−1,k

(

Tn−1Tn−2 · · ·Tn−k

)

Bn,k+1 (by (2.34))

= qk B∗
n−1,k Bn,k+1,

since (2.24) yields
(

Tn−1Tn−2 · · ·Tn−k

)

Bn,k+1 = qk Bn,k+1 (this holds in the border case k = n as well,

since (2.8) entails Bn,k+1 = 0 in this case). On the other hand, Corollary 3.4 implies that

Λn,k Bn,k = [k]q

(

[n+ 1− k]q + qn+1−kJn

)

B∗
n−1,k−1 Bn,k .

Combining these terms completes the proof. �

We are now ready to prove a recursion that will help us understand Rn,k.

Theorem 3.6. For any 1 ≤ k ≤ n, we have

Bn Rn,k =
(

qk Rn−1,k +
(

[n+ 1− k]q + qn+1−kJn

)

Rn−1,k−1

)

Bn .

Proof. By Lemma 3.5, we have

Bn B
∗
n,k Bn,k = qk B∗

n−1,k Bn,k+1 + [k]q

(

[n+ 1− k]q + qn+1−kJn

)

B∗
n−1,k−1 Bn,k

= qk B∗
n−1,k Bn−1,k Bn + [k]q

(

[n+ 1− k]q + qn+1−kJn

)

B∗
n−1,k−1 Bn−1,k−1 Bn

(since Bn,k+1 = Bn−1,k Bn and Bn,k = Bn−1,k−1 Bn)

=
(

qk B∗
n−1,k Bn−1,k + [k]q

(

[n+ 1− k]q + qn+1−kJn

)

B∗
n−1,k−1 Bn−1,k−1

)

Bn .

Now divide both sides by [k]!q. In view of the fact that Rn,k = 1
[k]!q

B∗
n,k Bn,k and the analogous identities

for smaller subscripts, this becomes precisely the claim of the theorem. �
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4. Commutativity of the k-random-to-random shuffles

We are now ready to prove our first main result:

Theorem 4.1. Let n ≥ 0. The elements Rn,k for all k ≥ 0 commute.

We shall give one proof of this theorem here and another in Appendix B.

Proof of Theorem 4.1. We induct on n. The base case (n = 0) is obvious, so we proceed to the induction
step.

Let n > 0 and i, j ≥ 0. We must show that Rn,iRn,j = Rn,j Rn,i. This is obvious if i = 0 (since Rn,i = 1
in this case) and also obvious if i > n (since (2.9) yields that Rn,i = 0 in this case). Hence, we assume
without loss of generality that 1 ≤ i ≤ n. For similar reasons, we assume that 1 ≤ j ≤ n.

The element Rn−1,j−1 ∈ Hn−1 commutes with Rn−1,i and Rn−1,i−1 by the induction hypothesis, and also
commutes with Jn since any element of Hn−1 commutes with Jn by Lemma 2.15. The element Rn−1,i−1 ∈
Hn−1 also commutes with Jn for a similar reason.

Theorem 3.6 yields

Bn Rn,i =
(

qi Rn−1,i+
(

[n+ 1− i]q + qn+1−iJn

)

Rn−1,i−1

)

Bn .

Setting

Wn,i := qi Rn−1,i +
(

[n+ 1− i]q + qn+1−iJn

)

Rn−1,i−1, (4.1)

we can rewrite this as

Bn Rn,i = Wn,i Bn . (4.2)

Recall that Rn−1,j−1 commutes with Rn−1,i and Rn−1,i−1 and with Jn. Thus, Rn−1,j−1 commutes with
Wn,i as well (since Wn,i is a polynomial in Rn−1,i, Rn−1,i−1 and Jn).

Applying the anti-involution a 7→ a∗ to the equality (4.1), we obtain

(Wn,i)
∗
= qi (Rn−1,i)

∗
+ (Rn−1,i−1)

∗
(

[n+ 1− i]q + qn+1−i (Jn)
∗
)

(since an anti-involution reverses all products)

= qiRn−1,i +Rn−1,i−1

(

[n+ 1− i]q + qn+1−iJn

)

(by (2.18) and (2.38))

= qiRn−1,i +
(

[n+ 1− i]q + qn+1−iJn

)

Rn−1,i−1

(since Rn−1,i−1 commutes with Jn)

= Wn,i (by (4.1)) .

In other words,

(Wn,i)
∗
= Wn,i. (4.3)

But (2.36) yields [j]q Rn,j = B∗
n Rn−1,j−1 Bn, so that

Rn,j =
1

[j]q
B∗
n Rn−1,j−1 Bn .

Thus,

Rn,j Rn,i =
1

[j]q
B∗
n Rn−1,j−1 Bn Rn,i

=
1

[j]q
B∗
n Rn−1,j−1 Wn,i Bn (4.4)
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(by (4.2)). Applying the anti-involution a 7→ a∗ to both sides of this equality (recalling that an anti-involution
reverses all products), we find

(Rn,i)
∗
(Rn,j)

∗
=

1

[j]q
(Bn)

∗
(Wn,i)

∗
(Rn−1,j−1)

∗
(B∗

n)
∗

=
1

[j]q
B∗
n Wn,iRn−1,j−1 Bn (by (2.14), (4.3), (2.18) and (2.16))

=
1

[j]q
B∗
n Rn−1,j−1 Wn,i Bn

(since Rn−1,j−1 commutes with Wn,i). Comparing this with (4.4), we obtain

Rn,j Rn,i = (Rn,i)
∗ (Rn,j)

∗ = Rn,iRn,j (by (2.18)) .

In other words, Rn,i Rn,j = Rn,j Rn,i. Thus, the induction is complete. �

5. Computing the Eigenvalues

We shall now study the actions of the elements Rn,k ∈ Hn on the irreducible Hn-modules in the case
where Hn is semisimple. We will rely on the eigenbasis Bλ of Rn,1 constructed in [1, Theorem 7.2] in the
case when q ∈ R>0 (in other cases, there might be no eigenbasis, as the operator can fail to be semisimple).
We will show that Bλ is in fact an eigenbasis for all the operators Rn,k (Theorem 5.14), and compute the
eigenvalues. We will then generalize the latter to the case of arbitrary q (Theorem 5.16), and combine the
different Specht modules to describe the eigenvalues of Rn,k on the whole Hecke algebra Hn (Theorem 5.17).

In this section, we assume that q is neither 0 nor a primitive k-th root of unity for any k ∈ {2, 3, . . . , n}.
Moreover, we assume that if q = 1, then n! is invertible in k (that is, we don’t have 1 ≤ chark ≤ n). Thus,
the Hecke algebra Hn is semisimple, and its representation theory is well-understood (cf. [14, Chapter 3]):
For each partition λ of n, there is a simple right Hn-module Sλ called the Specht module, and these Specht
modules constitute all the simple right Hn-modules up to isomorphism. The regular right Hn-module Hn

can be decomposed as

Hn
∼=
⊕

λ⊢n

(
Sλ
)⊕fλ

, (5.1)

where fλ denotes the number of standard Young tableaux of shape λ. See also [10, Theorem 5.2] for a proof
in the case when k is a field of characteristic 0 and q is either an indeterminate or a positive real. (This case
is sufficient for our needs, since our results — that is, Theorems 5.16, 5.17 and 5.18 — can be automatically
extended from it to the general case.)

5.1. Notation. We follow the definitions and notations in [1] for Specht modules and related concepts,
which we briefly recall here.

5.1.1. (Skew) partitions and tableaux.

• A partition is a finite weakly decreasing tuple λ = (λ1, λ2, . . . , λk) of positive integers. We identify
it with the infinite sequence (λ1, λ2, . . . , λk, 0, 0, 0, . . .). The notation “λ ⊢ n” is shorthand for “λ is
a partition of n”, which means that λ1 + λ2 + . . .+ λk = n.

• The Young diagram of a partition λ = (λ1, λ2, . . . , λk) is a table with rows of lengths λ1, λ2, . . . , λk.
These rows are listed from the top (English notation) and left-aligned. Formally, this Young diagram
is the set of all pairs (i, j) of positive integers satisfying i ≤ k and j ≤ λi. These pairs are called the
cells (or boxes) of the diagram.

• Two partitions µ and λ are said to satisfy µ ⊆ λ if and only if the Young diagram of µ is contained
in that of λ.

• The content (or diagonal index ) of a cell (i, j) is defined to be the integer j − i.

• If λ is a partition, then a (Young) tableau of shape λ means a filling of the Young diagram of λ with
positive integers (one positive integer per cell). Formally, this means a function from the Young
diagram of λ to {1, 2, 3, . . .}.
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• A Young tableau t with n cells is said to be standard if its entries are 1, 2, . . . , n and increase weakly
left-to-right along rows and top-to-bottom down columns. The set of all standard tableaux of shape
λ is denoted SYT (λ).

• If t is a standard tableau of shape λ ⊢ n, and if m ∈ {0, 1, . . . , n}, then the restriction t|m of t to m
is the tableau defined by removing all entries larger than m from t (along with the cells that they
occupy). This is again a standard tableau, but now of a shape µ for some partition µ ⊢ m.

• A skew partition is a pair (λ, µ) of two partitions satisfying µ ⊆ λ. It is stylized λ \ µ. Its (skew
Young) diagram is the set of all cells of the Young diagram of λ that do not belong to the Young
diagram of µ.

• A skew tableau of shape λ \ µ (where λ \ µ is a skew diagram) is a filling of this skew Young
diagram. Standard skew tableaux are defined in the obvious way, and are filled with the integers
j + 1, j + 2, . . . , n if µ ⊢ j and λ ⊢ n.

• A skew partition λ\µ is said to be a horizontal strip if its skew diagram has no two cells in the same
column.

• Given two partitions λ and µ, we write “µ ⋖ λ” meaning “the Young diagram of µ is the Young
diagram of λ with one cell removed”. In other words, it means that µ ⊆ λ and the skew diagram
λ \ µ consists of a single box.

5.1.2. Hecke algebra.

• Each partition λ of n determines an idempotent pλ ∈ Hn, called the isotypic projector. Each standard
tableau t ∈ SYT (λ) determines an idempotent pt ∈ Hn, called the Young idempotent (or seminormal
idempotent). For details, see [1, Section 2.2.1].

• Every partition λ of n corresponds to a right Hn-module Wλ, called the (word) Young module. As a
vector space, it is the span of all words of length n and content λ (that is, with λi letters i for each
positive integer i). The Hn-action on Wλ is specified in [1, (2.9)].

• To every partition λ of n corresponds a simple right Hn-module, called the Specht module and
denoted by Sλ. It is defined as the submodule of the word module Wλ spanned by the Young
seminormal units wt = word(t) pt. See [1, Section 2.2.2].

• Let λ\µ be a skew partition. Let c1, c2, . . . , ck be the cells of its Young diagram, listed row by row from
top to bottom, where the cells in each given row are listed from left to right. Let r1, r2, . . . , rk be the
numbers of the rows in which the respective cells c1, c2, . . . , ck lie. The linear map Φλ\µ : Wµ → Wλ

sends each word w ∈ Wµ to the concatenation wr1r2 . . . rk. We write this map Φλ\µ on the right of
its argument – i.e., we write a Φλ\µ rather than Φλ\µ (a).

• Furthermore, we define the skew tableau tλ\µ of shape λ \µ by filling the numbers j+1, j+2, . . . , n
(where λ ⊢ n and µ ⊢ j) into the respective cells c1, c2, . . . , ck. (See Example 5.8 for an illustration.)

• Finally, we define pλ\µ ∈ H|λ| to be the element ptλ\µ from [1, Definition 2.14].

5.1.3. q-integers.

• We extend our definition of the q-integers [k]q to the case of negative k by setting

[k]q =
(
1− qk

)
/ (1− q) .

For negative k, this is no longer a polynomial, but rather a Laurent polynomial in q, and explicitly
equals −q−1 − q−2 − · · · − qk.

These “negative” q-integers will not end up in our formula for the eigenvalues of Rn,k, but they can appear
in some of the intermediate results below, such as Lemma 5.1.

5.2. Eigenvector construction: adding a single box. As in [1], [9], and [13], the heart of our eigenvector
construction involves building Specht modules Sλ from λ′ ⋖ λ. Lemma 5.1 will be an important tool in this
regard.

Lemma 5.1. Let λ′ ⊢ n− 1 and λ ⊢ n be such that λ′ ⋖ λ. Let cλ\λ′ be the content of the box in λ \ λ′, and
r be its row. Let Φr be the operator Φλ\λ′ (which simply appends the letter r to the end of each word). Let

v ∈ Sλ′

. Then,
v Φr pλ Jn = [cλ\λ′ ]q v Φr pλ.
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Proof. Recall that the Specht module Sλ′

has a basis consisting of the wt′ , where t
′ ranges over all standard

Young tableaux of shape λ′. By linearity, we can, without loss of generality, assume that v is one of these
basis vectors. Thus, v = wt′ for some t′ ∈ SYT(λ′). Consider this t′. Extend this standard tableau t′ to a
standard tableau t of shape λ by putting the number n into the remaining box of λ (the one that is not in
λ′). Then, [1, Proposition 3.8] yields

wt = wt′ Φr pλ, (5.2)

whereas [1, Theorem 2.22 (2)] yields

wt Jn = [cλ\λ′ ]q wt. (5.3)

Using (5.2), we can rewrite (5.3) as

wt′ Φr pλ Jn = [cλ\λ′ ]q wt′ Φr pλ.

Since v = wt′ , this is precisely the claim of Lemma 5.1. �

We next use Theorem 3.6 to show how one obtains an eigenvector for Rn,k from a joint eigenvector of
Rn−1,k and Rn−1,k−1.

Proposition 5.2. Let λ′ ⊢ n− 1 and λ ⊢ n be such that λ′ ⋖λ. Let cλ\λ′ be the content of the box in λ \λ′,
and r be its row. Finally, let 1 ≤ k ≤ n.

If v ∈ Sλ′

is an eigenvector3 of Rn−1,k with eigenvalue εk and of Rn−1,k−1 with eigenvalue εk−1, then

v Φr Bn pλ

is in Sλ and is an eigenvector4 for Rn,k with eigenvalue

qkεk + [n+ 1− k + cλ\λ′ ]q εk−1.

Proof. To see that v Φr Bn pλ ∈ Sλ, see [1, Theorem 5.4]. It remains to prove the eigenvector claim.
Recall that pλ is central in Hn, hence commutes with both Bn and Rn,k. Thus,

(v Φr Bn pλ) Rn,k = v Φr (Bn Rn,k) pλ

= v Φr

(

qk Rn−1,k +
(
[n+ 1− k]q + qn+1−kJn

)
Rn−1,k−1

)

Bn pλ

by Theorem 3.6. We need to show that this equals
(
qkεk + [n+ 1− k + cλ\λ′ ]q εk−1

)
v Φr Bn pλ.

Since pλ commutes with Bn, this is tantamount to showing that

v Φr

(

qk Rn−1,k +
(
[n+ 1− k]q + qn+1−kJn

)
Rn−1,k−1

)

pλ Bn

=
(
qkεk + [n+ 1− k + cλ\λ′ ]q εk−1

)
v Φr pλ Bn .

It will suffice to show that

v Φr

(

qk Rn−1,k +
(
[n+ 1− k]q + qn+1−kJn

)
Rn−1,k−1

)

pλ

=
(
qkεk + [n+ 1− k + cλ\λ′ ]q εk−1

)
v Φr pλ, (5.4)

because this equality will yield our claim upon right multiplication with Bn.

3We do not require eigenvectors to be nonzero. Thus, the zero vector is an eigenvector of any linear map with any eigenvalue.
As a consequence, when we say that some vector is an eigenvector of some operator with eigenvalue z, we are not actually
saying that z is an eigenvalue of the operator; this conclusion can only be drawn if our vector is nonzero.

4As we said, we allow eigenvectors to be zero. This is a real possibility here, even when v 6= 0.
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To prove (5.4), we recall that Rn−1,k−1 commutes with Jn (by Lemma 2.15), and furthermore that
Rn−1,k−1 and Rn−1,k commute with the operator Φr. Hence, distributivity yields

v Φr

(

qk Rn−1,k +
(
[n+ 1− k]q + qn+1−kJn

)
Rn−1,k−1

)

pλ

= qk vRn−1,k Φr pλ + [n+ 1− k]q vRn−1,k−1 Φr pλ

+ qn+1−k v Φr Jn Rn−1,k−1 pλ

= qk εkv Φr pλ + [n+ 1− k]q εk−1v Φr pλ

+ qn+1−k v Φr Jn Rn−1,k−1 pλ, (5.5)

since the eigenvector condition on v yields vRn−1,k = εkv and vRn−1,k−1 = εk−1v. But

v Φr Jn Rn−1,k−1 pλ = v Φr pλ Jn Rn−1,k−1 (since pλ is central)

= [cλ\λ′ ]q v Φr pλ Rn−1,k−1 (by Lemma 5.1)

= [cλ\λ′ ]q vRn−1,k−1 Φr pλ

(since pλ is central, and Rn−1,k−1 commutes with Φr)

= [cλ\λ′ ]q εk−1v Φr pλ (since vRn−1,k−1 = εk−1v) .

Hence, (5.5) rewrites as

v Φr

(

qk Rn−1,k +
(
[n+ 1− k]q + qn+1−kJn

)
Rn−1,k−1

)

pλ

= qk εkv Φr pλ + [n+ 1− k]q εk−1v Φr pλ + qn+1−k [cλ\λ′ ]q εk−1v Φr pλ

=
(
qkεk +

(
[n+ 1− k]q + qn+1−k [cλ\λ′ ]q

)
εk−1

)
v Φr pλ

=
(
qkεk + [n+ 1− k + cλ\λ′ ]q εk−1

)
v Φr pλ,

since

[n+ 1− k]q + qn+1−k[cλ\λ′ ]q = [n+ 1− k + cλ\λ′ ]q.

This proves (5.4), thus completing the proof. �

5.3. Nested kernels and images. Recall that elements of Hn act from the right on Hn by multiplication.
Thus, for any x ∈ Hn, we let

• kerx denote the kernel of the right action of x on Hn, that is, the set of all y ∈ Hn such that yx = 0;
• imx denote the image of this right action, i.e., the left ideal Hn x of Hn.

The kernels and the images of the Rn,k exhibit a nesting behavior when q is a positive real. We shall first
state it for the kernels, which will be used in the computation of eigenvalues later on (proof of Corollary 5.10).

Proposition 5.3 (Nested kernels). Let q ∈ k be arbitrary.

(a) We have

kerB∗
n,0 ⊆ kerB∗

n,1 ⊆ kerB∗
n,2 ⊆ · · · ⊆ kerB∗

n,n .

(b) If k ⊆ R, and if q ∈ R>0, then

kerRn,0 ⊆ kerRn,1 ⊆ kerRn,2 ⊆ · · · ⊆ kerRn,n .

Proof. (a) For each k > 0, we have kerB∗
n,k−1 ⊆ kerB∗

n,k by (2.35). But this is precisely the claim of part
(a).

(b) Assume that k ⊆ R, and that q ∈ R>0. Then, [1, Lemma 6.1 (2)] (translated into our notations) says
that kerRn,1 = kerB∗

n,1. But the same argument shows that kerRn,k = kerB∗
n,k for any k ∈ N, since Rn,k

equals B∗
n,k Bn,k up to a nonzero scalar factor. Thus, part (b) follows from part (a). �

Proposition 5.4 (Nested images). Let q ∈ k be arbitrary.

(a) We have

imBn,0 ⊇ imBn,1 ⊇ imBn,2 ⊇ · · · ⊇ imBn,n .
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(b) If k ⊆ R, and if q ∈ R>0, then

imRn,0 ⊇ imRn,1 ⊇ imRn,2 ⊇ · · · ⊇ imRn,n .

Proof. (a) For each k > 0, we have imBn,k−1 ⊇ imBn,k by (2.34).
(b) Assume that k ⊆ R and q ∈ R>0. Thus, by Corollary 5.15, there exists some common eigenbasis

v1, v2, . . . , vn! of Hn for all the Rn,k’s. Hence, for a fixed k, the image of Rn,k can be written as

imRn,k = span
k
{vi : vi /∈ kerRn,k}.

By Proposition 5.3 (b), however, vi /∈ kerRn,k+1 implies that vi /∈ kerRn,k. Thus, {vi : vi /∈ kerRn,k} ⊇
{vi : vi /∈ kerRn,k+1} and therefore imRn,k ⊇ imRn,k+1, as desired. �

We can also strengthen Proposition 5.4 to show that in the situation of part (b), imRn,k = imBn,k. To
prove this, we will need a folklore lemma about semisimple algebras:

Lemma 5.5. Let A be a semisimple k-algebra that is finite-dimensional as a k-vector space. Let a ∈ A.
Then, dim (Aa) = dim (aA), where dim means the dimension of a k-vector space.

Proof. Extend the field k so that A splits into a direct product of matrix algebras (by the Artin–Wedderburn
theorem). The dimensions of Aa and aA remain unchanged under this extension, since they are just ranks
of certain matrices that merely undergo base change. Thus, we can assume without loss of generality that A
is a matrix algebra km×m. In this case, a is a matrix. The left ideal Aa consists of all matrices in A whose
row space is contained in the row space of a, while the right ideal aA consists of all matrices in A whose
column space is contained in the column space of a. Hence, both dimensions dim (Aa) and dim (aA) equal
m · rank a, and thus are equal. �

Proposition 5.6. Assume that k ⊆ R and q ∈ R>0. Then, each k ≥ 0 satisfies

kerRn,k = kerB∗
n,k and imRn,k = imBn,k .

Proof. By assumption, the Hecke algebra Hn is semisimple.
As we saw in the proof of Proposition 5.3 (b), we have kerRn,k = kerB∗

n,k. By the rank-nullity theorem,

this entails dim imRn,k = dim imB∗
n,k = dim

(
Hn B

∗
n,k

)
= dim (Bn,k Hn), where the last equality follows

from the algebra anti-isomorphism x 7→ x∗ sending the right ideal Bn,k Hn to the left ideal Hn B
∗
n,k. But

Lemma 5.5 shows that dim (Bn,k Hn) = dim (Hn Bn,k). Hence, we obtain dim imRn,k = dim (Bn,k Hn) =
dim (Hn Bn,k) = dim imBn,k. But (2.7) shows that Rn,k ∈ Hn · Bn,k, and thus imRn,k ⊆ imBn,k. Combin-
ing this with dim imRn,k = dim imBn,k, we obtain imRn,k = imBn,k. �

5.4. The numbers d. We will now define a statistic on skew partitions that depends on both λ \µ and two
integers ℓ and i. These will be used to describe the eigenvalues of Rn,k.

Definition 5.7. Let λ \ µ be a skew partition with µ ⊢ j and λ ⊢ n.

• For any j < ℓ ≤ n, we let ctλ\µ,ℓ denote the content of the cell of tλ\µ that contains the entry ℓ.

• For any j < ℓ ≤ n and i ∈ Z, we define a constant dℓ,i,λ\µ ∈ k by

dℓ,i,λ\µ := [ℓ+ 1− i+ ctλ\µ,ℓ]q.

Example 5.8. Let µ = (3, 1) ⊢ j = 4 and λ = (5, 3, 1) ⊢ n = 9. Then,

t
λ\µ =

5 6

7 8

9

Thus, the contents ctλ\µ,ℓ for ℓ = 5, 6, 7, 8, 9 are 3, 4, 0, 1,−2, respectively. Hence, the respective constants
dℓ,i,λ\µ are

ℓ = 5 : [5 + 1− i+ 3]q = [9− i]q,

ℓ = 6 : [6 + 1− i+ 4]q = [11− i]q,

ℓ = 7 : [7 + 1− i+ 0]q = [8− i]q,

ℓ = 8 : [8 + 1− i+ 1]q = [10− i]q,

ℓ = 9 : [9 + 1− i+ (−2)]q = [8− i]q.
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5.5. Eigenvector construction: adding multiple boxes. We now show how an eigenvector of Rn,k can
be obtained from an eigenvector of smaller Rj,k−i for j, i ≤ k. This is similar to the procedures in [1] (for
k = 1) and [9] (for k = 1 and q = 1).

Lemma 5.9. Let µ ⊢ j and let v ∈ Sµ be an eigenvector of the operators {Rj,i : 0 ≤ i ≤ k} with eigenvalues
{εi : 0 ≤ i ≤ k}, respectively. Fix λ ⊢ n with µ ⊆ λ.

Then,
v Φλ\µ ptλ\µ Bn,n−j ∈ Sλ

and is an eigenvector for Rn,k with eigenvalue

n−j
∑

i=0

q(n−j−i)kεk−i

∑

j<(ℓ1<ℓ2<···<ℓi)≤n

i∏

m=1

q−(ℓm−(j+m))
dℓm,k+m−i,λ\µ.

(When i = 0, we interpret ℓ1 < ℓ2 < · · · < ℓi to be an empty chain of length zero, so that the i = 0 summand
is q(n−j)kεk. By convention, we also let εi = 0 for i < 0.)

Proof. We prove this by induction on n− j. The base case n− j = 0 is straightforward.
Let n > j and let µ = µ(0) ⋖ µ(1) ⋖ · · · ⋖ µ(n−j) = λ be the path in Young’s lattice encoding the skew

standard tableau tλ\µ, in the sense that µ(i) is obtained from µ(i−1) by adding a box in the position of i+ j
in t

λ\µ.
For 0 ≤ i ≤ k, define

νi := qiεi + dj+1,i,λ\µεi−1.

By Proposition 5.2, the vector v Φµ(1)\µ Bj+1 pµ(1) is in Sµ(1)

and is an eigenvector of the operators

{Rj+1,i : 1 ≤ i ≤ j + 1} with eigenvalues {νi : 1 ≤ i ≤ j + 1}. Additionally, given our convention
that εℓ = 0 for ℓ < 0 and the fact that Ri,0 is the identity operator for all i, we can extend our claim to
encompass zero and negative values for i; namely, v Φµ(1)\µ Bj+1 pµ(1) is an eigenvector of the operators

{Rj+1,i : i ≤ j + 1} with eigenvalues {νi : i ≤ j + 1}.
Hence, by the induction hypothesis,

(v Φµ(1)\µ Bj+1 pµ(1)) Φλ\µ(1) p
tλ\µ(1) Bn,n−j−1 ∈ Sλ

is an eigenvector for Rn,k with eigenvalue

n−j−1
∑

i=0

q(n−j−1−i)kνk−i

∑

j+1<(ℓ1<ℓ2<···<ℓi)≤n

i∏

m=1

q−(ℓm−(j+1+m))
dℓm,k+m−i,λ\µ

=

n−j−1
∑

i=0

q(n−j−1−i)k
(
qk−iεk−i + dj+1,k−i,λ\µεk−(i+1)

)

∑

j+1<(ℓ1<ℓ2<···<ℓi)≤n

i∏

m=1

q−(ℓm−(j+1+m))
dℓm,k+m−i,λ\µ

=

n−j
∑

i=0

εk−i

(

q(n−j−1−i)kqk−i
∑

j+1<(ℓ1<ℓ2<···<ℓi)≤n

i∏

m=1

q−(ℓm−(j+1+m))
dℓm,k+m−i,λ\µ

+ q(n−j−1−(i−1))k
dj+1,k−(i−1),λ\µ

∑

j+1<(ℓ1<ℓ2<···<ℓi−1)≤n

i−1∏

m=1

q−(ℓm−(j+1+m))
dℓm,k+m−(i−1),λ\µ

)

=

n−j
∑

i=0

q(n−j−i)kεk−i

(
∑

j+1<(ℓ1<ℓ2<···<ℓi)≤n

q−i

i∏

m=1

q−(ℓm−(j+1+m))
dℓm,k+m−i,λ\µ

+
∑

j+1<(ℓ1<ℓ2<···<ℓi−1)≤n

dj+1,k−(i−1),λ\µ

i−1∏

m=1

q−(ℓm−(j+1+m))
dℓm,k+m−(i−1),λ\µ

)

.
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The claim then follows by observing that

∑

j+1<(ℓ1<ℓ2<···<ℓi)≤n

q−i

i∏

m=1

q−(ℓm−(j+1+m))
dℓm,k+m−i,λ\µ

+
∑

j+1<(ℓ1<ℓ2<···<ℓi−1)≤n

dj+1,k−(i−1),λ\µ

i−1∏

m=1

q−(ℓm−(j+1+m))
dℓm,k+m−(i−1),λ\µ

=
∑

j<(ℓ1<ℓ2<···<ℓi)≤n

i∏

m=1

q−(ℓm−(j+m))
dℓm,k+m−i,λ\µ

and

(v Φµ(1)\µ Bj+1 pµ(1)) Φλ\µ(1) p
tλ\µ(1) Bn,n−j−1

= (v Φµ(1)\µ pµ(1) Bj+1) Φλ\µ(1) p
tλ\µ(1) Bn,n−j−1

(
since pµ(1) is central in Hj+1

)

= v Φµ(1)\µ Φλ\µ(1) pµ(1) Bj+1 p
tλ\µ(1) Bn,n−j−1

(since the Φ operators commute with the Hecke algebra actions)

= v Φλ\µ pµ(1) Bj+1 p
tλ\µ(1) Bn,n−j−1

(
since Φµ(1)\µ Φλ\µ(1) = Φλ\µ

)

= v Φλ\µ pµ(1) p
tλ\µ(1) Bj+1 Bn,n−j−1

(
since p

tλ\µ(1) commutes with all elements of Hj+1

(because it is a product of central elements of Hj+2,Hj+3, . . . ,Hn)

)

= v Φλ\µ ptλ\µ Bn,n−j
(
since pµ(1) p

tλ\µ(1) = ptλ\µ and Bj+1 Bn,n−j−1 = Bn,n−j

)
. �

When the eigenvector we are lifting is in the kernel of Rn,1, we can simplify our eigenvalue formula from
Lemma 5.9.

Corollary 5.10. Let µ ⊢ j. Assume q ∈ R>0, and let v ∈ Sµ be in kerRj,1. Fix λ ⊢ n and recall the
constants dℓ,i,λ\µ ∈ k defined in Definition 5.7. Then,

v Φλ\µ ptλ\µ Bn,n−j ∈ Sλ

and is an eigenvector for Rn,k with eigenvalue

Eλ\µ(k) := qnk−(
k

2)
∑

j<(ℓ1<ℓ2<···<ℓk)≤n

k∏

m=1

q−ℓmdℓm,m,λ\µ.

(Note that this eigenvalue is 0 when k > n− j, since the sum is empty.)

Proof. Let εk denote the eigenvalue of Rj,k associated to v. By convention, εi = 0 for i < 0. By Proposition
5.3 (b), we have ε1 = ε2 = · · · = εk = 0, and obviously ε0 = 1. Thus, by Lemma 5.9, the vector
v Φλ\µ ptλ\µ Bn,n−j ∈ Sλ and is an eigenvector for Rn,k with eigenvalue

q(n−j−k)k
∑

j<(ℓ1<ℓ2<···<ℓk)≤n

k∏

m=1

q−(ℓm−(j+m))
dℓm,m,λ\µ

= qnk−(
k
2)

∑

j<(ℓ1<ℓ2<···<ℓk)≤n

k∏

m=1

q−ℓmdℓm,m,λ\µ. �
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Example 5.11. When k = 1, Corollary 5.10 recovers the eigenvalues of Rn,1 found in [1]. Specifically, when
k = 1, we can rewrite

qnk−(
k
2)

∑

j<(ℓ1<ℓ2<···<ℓk)≤n

k∏

m=1

q−ℓmdℓm,m,λ\µ = qn
n∑

ℓ=j+1

q−ℓ
dℓ,1,λ\µ =

n∑

ℓ=j+1

qn−ℓ[ℓ+ ctλ\µ,ℓ]q,

which agrees with the eigenvalues of Rn,1 as written in [1, Equation (7.2)].

For more examples of the formula in Corollary 5.10, see Section 5.8.
Let us give the eigenvalues in Corollary 5.10 a name: For any horizontal strip λ \ µ with λ ⊢ n and µ ⊢ j,

and for any k ≥ 0, we set

Eλ\µ(k) := qnk−(
k
2)

∑

j<(ℓ1<ℓ2<···<ℓk)≤n

k∏

m=1

q−ℓmdℓm,m,λ\µ, (5.6)

where the dℓ,i,λ\µ are given in Definition 5.7.
For future reference, we record the recursion for the eigenvalues Eλ\µ(k) that we implicitly showed in the

proof of Lemma 5.9:

Proposition 5.12. Let n, k ≥ 0. Let λ \ µ be a horizontal strip with λ ⊢ n. Then:

(a) If k = 0, then Eλ\µ(k) = 1.
(b) If k > 0 and µ = λ, then Eλ\µ(k) = 0.
(c) If k > 0 and µ 6= λ, then

Eλ\µ(k) = qk Eλ′\µ(k) + [n+ 1− k + cλ\λ′ ]q Eλ′\µ(k − 1),

where λ′ ⊢ n−1 is the partition obtained from λ by removing the box containing n in tλ\µ, and where
cλ\λ′ is the content of this box.

Proof. (a) If k = 0, then the sum on the right hand side of (5.6) has only one addend, and this addend
equals 1.

(b) If k > 0 and µ = λ, then the sum on the right hand side of (5.6) is empty, since j = n.
(c) Assume that k > 0 and µ 6= λ. Then, j < n in (5.6). Each k-tuple j < (ℓ1 < ℓ2 < · · · < ℓk) ≤ n

satisfies either ℓk ≤ n − 1 or ℓk = n. Thus, the sum on the right hand side of (5.6) can be split into two
subsums. The first simplifies to qk Eλ′\µ(k), while the latter rewrites as [n+1−k+ cλ\λ′ ]q Eλ′\µ(k−1) (since
dn,k,λ\µ = [n+ 1− k + cλ\λ′ ]q). �

We also note the following nonnegativity property:

Lemma 5.13. Let n, k ≥ 0. Let λ \ µ be a horizontal strip. Then, Eλ\µ(k) is a polynomial in q with
nonnegative integer coefficients.

Proof. Let j = |µ|, so that µ ⊢ j. Then, Eλ\µ(k) is given by (5.6). Hence, it remains to show

(A) that the negative powers q−ℓm in the product in (5.6) get cancelled by the qnk−(
k

2), and
(B) that each dℓm,m,λ\µ in (5.6) is a nonnegative q-integer (i.e., has the form [u]q for some u ≥ 0).

Claim (A) is easy: The condition j < (ℓ1 < ℓ2 < · · · < ℓk) ≤ n under the sum entails that ℓ1+ℓ2+· · ·+ℓk ≤

n + (n − 1) + · · · + (n − k + 1) = nk −
(
k
2

)
, which ensures that the qnk−(

k

2) term cancels all the negative

powers q−ℓm in the product.
It remains to prove Claim (B). Fix a sequence j < (ℓ1 < ℓ2 < · · · < ℓk) ≤ n and an m ∈ {1, 2, . . . , k}. We

must prove that dℓm,m,λ\µ is a nonnegative q-integer. By Definition 5.7, we have dℓm,m,λ\µ = [ℓm + 1−m+
ctλ\µ,ℓm

]q. Hence, it remains to show that ℓm + 1−m+ ctλ\µ,ℓm
≥ 0. But from j < (ℓ1 < ℓ2 < · · · < ℓk), we

obtain ℓm ≥ j +m, so that ℓm + 1−m ≥ j + 1. Moreover, µ ⊢ j shows that the partition µ has at most j
rows. Thus, λ has at most j + 1 rows, since λ \ µ is a horizontal strip. Therefore, any cell of λ has content
≥ 1− (j + 1) = −j. In particular, this shows that ctλ\µ,ℓm

≥ −j. Therefore,

ℓm + 1−m
︸ ︷︷ ︸

≥j+1

+ ctλ\µ,ℓm
︸ ︷︷ ︸

≥−j

≥ j + 1 + (−j) = 1 ≥ 0,

which concludes the proof of Claim (B). Thus, the lemma is proved. �
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5.6. The eigenbasis. We will now use our eigenvector construction, as well as results in [1], to produce an
eigenbasis for Rn,k whenever q ∈ R>0.

Theorem 5.14. Assume that k ⊆ R and q ∈ R>0.
Let λ ⊢ n. Fix a basis κµ of the vector space ker

(
R|µ|,1 |Sµ

)
for each partition µ ⊆ λ. For any partition

µ ⊆ λ and any u ∈ Sµ, we set

yλµ(u) := u Φλ\µ Bn,n−|µ| pλ.

Then, the set

Bλ :=
{
yλµ(u) : u ∈ κµ and λ \ µ is a horizontal strip

}

is a basis of Sλ, and every yλ
µ(u) ∈ Bλ is an eigenvector of each Rn,k with eigenvalue Eλ\µ(k) defined in

(5.6).

Proof. The first claim (i.e., that Bλ is a basis) is [1, Theorem 7.2].
The second claim (i.e., that each yλ

µ(u) is an eigenvector of Rn,k with eigenvalue as in (5.6)) follows from

Corollary 5.10 (applied to v = u ∈ κµ = ker
(
R|µ|,1 |Sµ

)
), since each u ∈ Sµ satisfies

yλµ(u) = u Φλ\µ Bn,n−|µ| pλ

= u Φλ\µ pλ Bn,n−|µ| (since pλ is central)

= u Φλ\µ ptλ\µ Bn,n−|µ|

because [1, Lemma 6.12] yields u Φλ\µ pλ = u Φλ\µ ptλ\µ . �

Note that by base change, we can generalize Theorem 5.14 from the case k ⊆ R to the case when k is any
field of characteristic 0, as long as we still require that q ∈ R>0 (embedded in k by a field morphism). We
will have no need for this generality, though.

For the sake of reference, we also mention an obvious consequence of Theorem 5.14 and (5.1):

Corollary 5.15. Assume that k ⊆ R and q ∈ R>0. Then, there is a basis of Hn that is an eigenbasis for
all the operators Rn,0,Rn,1,Rn,2, . . ..

5.7. The eigenvalues of Rn,k. For the rest of this section, we no longer make any assumptions on q, and
allow q to be any scalar, including the “degenerate” cases q = 0 and [n]!q = 0.

We are now ready to describe the spectrum of the k-random-to-random shuffles Rn,k acting on the Specht
modules Sλ.

To do so, we need the following definitions. If t is a standard tableau with n entries, then the descents of
t are the numbers i ∈ [n− 1] that appear further north (and thus weakly east) than i + 1 in t. The set of
all descents of t is denoted by Des (t). A standard tableau t with n entries is said to be a desarrangement
tableau if the smallest element of [n] \ Des (t) is even. For instance, here are the five standard tableaux t of
shape (2, 2, 1) with their descent sets Des (t):

t
1 4

2 5

3

1 3

2 5

4

1 3

2 4

5

1 2

3 5

4

1 2

3 4

5

Des (t) {1, 2} {1, 3} {1, 3, 4} {2, 3} {2, 4}

dt? no yes yes no no

(where “dt” stands for “desarrangement tableau”).
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Theorem 5.16. Let n, k ≥ 0. Let λ ⊢ n. Consider the linear endomorphism of the Specht module Sλ given
by the action of the element Rn,k. The characteristic polynomial of this endomorphism5 is

n∏

j=0

∏

λ\µ is a
horizontal strip;

|µ|=j

(
x− Eλ\µ(k)

)dµ

,

where dµ is the number of desarrangement tableaux of shape µ. Here, the Eλ\µ(k) are as in (5.6).

Proof. We proceed similarly to the proof of [1, Lemma 2.5 (1)]. The claim we are trying to prove is a family
of intricate polynomial identities in q. This is because each Specht module Sλ has a basis defined uniformly
for all q ∈ k —see [10, Theorem 5.6]—and therefore the action of Rn,k on Sλ can be described by a matrix
whose entries are rational functions in q; moreover, Lemma 5.13 shows that the Eλ\µ(k) are polynomials in
q as well. Thus, we can assume without loss of generality that k = R and q ∈ R>0, since two polynomials
in Z [q] that are equal for all q ∈ R>0 must be identical. Under this assumption, the set Bλ constructed in
Theorem 5.14 is a basis of Sλ, and is in fact an eigenbasis for Rn,k, with eigenvalues as given in Theorem 5.14.
Thus, the characteristic polynomial of Rn,k (or, more precisely, of the action of Rn,k on Sλ) is the product
∏

(x− ε), where ε ranges over these eigenvalues. This gives precisely the formula claimed in Theorem 5.16,
once we remember that the size of the basis κµ is dimker

(
R|µ|,1 |Sµ

)
= dµ by [1, Proposition 7.1]. �

Since the whole Hecke algebraHn decomposes as a direct sum of Specht modules, we can now also describe
the spectrum of Rn,k acting on the whole of Hn:

Theorem 5.17. Let n, k ≥ 0. Then, the characteristic polynomial of the element Rn,k (acting on Hn by
right multiplication) is

n∏

j=0

∏

λ\µ is a
horizontal strip;
|λ|=n; |µ|=j

(
x− Eλ\µ(k)

)dµfλ

,

where fλ is the number of standard tableaux of shape λ, where dµ is the number of desarrangement tableaux
of shape µ. Here, the Eλ\µ(k) are as in (5.6).

Proof. If q is neither zero nor a root of unity, then this follows from Theorem 5.16, due to the decomposition
(5.1). The general case follows from this by a similar polynomiality argument as in Theorem 5.16. �

Theorem 5.18. Let n, k ≥ 0. Then, all eigenvalues of the element Rn,k acting on Hn by right multiplication
(or on a Specht module Sλ) are polynomials in q with nonnegative integer coefficients.

Proof. By Theorem 5.16 and Theorem 5.17, all these eigenvalues have the form Eλ\µ(k). Hence, the claim
follows from Lemma 5.13. �

5.8. Tables of eigenvalues. We shall now use Theorem 5.17 and (5.6) to explicitly determine the eigen-
values Eλ\µ(k) of Rn,k for some small values of n.

Example 5.19. The eigenvalues and multiplicities of Rn,k for n = 3 and k ∈ {1, 2, 3} are shown in Table 1.

We explain each entry in Table 1.

• λ \ µ = (3) \ ∅: This eigenvalue has multiplicity d∅f (3) = 1 · 1 = 1. The relevant values of dℓ,m,λ\µ

are given by the following table:

ℓ = 1 ℓ = 2 ℓ = 3

m = 1 [1]q [3]q [5]q

m = 2 [2]q [4]q

m = 3 [3]q

Hence, the eigenvalue E(3)\∅(k) of Rn,k indexed by (3) \ ∅ is:

5We are using x for the indeterminate.
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Shape λ \ µ Multiplicity of Eλ\µ(k) Eλ\µ(1) Eλ\µ(2) Eλ\µ(3)

(3) \ ∅ 1 [3]2q [2]!q · [3]2q [3]!q

(2, 1) \ (2, 1) 2 0 0 0

(2, 1) \ (1, 1) 2 [4]q 0 0

(1, 1, 1) \ (1, 1) 1 [1]q 0 0

Table 1. The eigenvalues of Rn,k when n = 3 for k ∈ {1, 2, 3}.

k E(3)\∅(k) Simplified expression

1 q3

(

q−1[1]q
︸ ︷︷ ︸

ℓ1=1

+ q−2[3]q
︸ ︷︷ ︸

ℓ1=2

+ q−3[5]q
︸ ︷︷ ︸

ℓ1=3

)

[3]2q

2 q5

(

q−3[1]q[2]q
︸ ︷︷ ︸

ℓ1,ℓ2=1,2

+ q−4[1]q[4]q
︸ ︷︷ ︸

ℓ1,ℓ2=1,3

+ q−5[3]q[4]q
︸ ︷︷ ︸

ℓ1,ℓ2=2,3

)

[2]!q · [3]2q

3 q6

(

q−6 [1]q[2]q[3]q
︸ ︷︷ ︸

ℓ1,ℓ2,ℓ3=1,2,3

)

[3]!q

• λ\µ = (2, 1)\ (1, 1): This eigenvalue has multiplicity d(1,1)f (2,1) = 1 ·2 = 2. The only relevant value
of dℓ,m,λ\µ is

d3,1,λ\µ = [4]q.

Note that the sum in the eigenvalue formula is empty unless k = 1. Hence, the eigenvalue E(2,1)\(1,1)(k)
of Rn,k indexed by (2, 1) \ (1, 1) is:

E(2,1)\(1,1)(k) =







q3

(

q−3[4]q
︸ ︷︷ ︸

ℓ1=3

)

= [4]q if k = 1,

0 otherwise.

• λ \ µ = (2, 1) \ (2, 1): This eigenvalue has multiplicity d(2,1) · f (2,1) = 1 · 2 = 2. Since the interval
(3, 3) is empty, the sum in the eigenvalue formula is always empty and so the eigenvalue is

E(2,1)\(2,1)(k) = 0 for all k.

• λ \ µ = (1, 1, 1) \ (1, 1): This eigenvalue has multiplicity d(1,1) · f (1,1,1) = 1 · 1 = 1. The only relevant
value of dℓ,m,λ\µ is

d3,1,λ\µ = 1.

Note that the sum in the eigenvalue formula is empty unless k = 1. Hence, the eigenvalue is

E(1,1,1)\(1,1)(k) =







q3

(

q−3[1]q
︸ ︷︷ ︸

ℓ1=3

)

= [1]q if k = 1,

0 otherwise.

Example 5.20. We use Theorem 5.17 and (5.6) to compute the eigenvalues of R4,k in Table 2.
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Shape λ \ µ Mult. of Eλ\µ(k) Eλ\µ(1) Eλ\µ(2) Eλ\µ(3) Eλ\µ(4)

(4) \ ∅ 1 [4]2q
[
4
2

]2

q
· [2]!q [4]2q · [3]!q [4]!q

(3, 1) \ (3, 1) 3 0 0 0 0

(3, 1) \ (2, 1) 3 [6]q 0 0 0

(3, 1) \ (1, 1) 3 q[4]q + [6]q [4]q[5]q 0 0

(2, 2) \ (2, 2) 2 0 0 0 0

(2, 2) \ (2, 1) 2 [4]q 0 0 0

(2, 1, 1) \ (2, 1, 1) 3 0 0 0 0

(2, 1, 1) \ (2, 1) 3 [2]q 0 0 0

(2, 1, 1) \ (1, 1) 3 q[4]q + [2]q [4]q[1]q 0 0

(1, 1, 1, 1) \ (1, 1, 1, 1) 1 0 0 0 0

Table 2. Eigenvalues for Rn,k when n = 4 and k ∈ {1, 2, 3, 4}.

Example 5.21. For n = 5 and λ \ µ = (2, 2, 1) \ (2, 1), Theorem 5.16 yields that R5,1 has an eigenvalue

q5
∑

3<(ℓ1)≤5

q−ℓ1dℓ1,1,λ\µ = q5
(
q−4

d4,1,λ\µ + q−5
d5,1,λ\µ

)
= q[4]q + [3]q = q4 + q3 + 2q2 + 2q + 1

(with multiplicity d(2,1) = 1 on Sλ). As a polynomial in q, this has a non-abelian Galois group over Q and
two roots outside of the unit circle. Thus, it is not a product of quotients of q-integers, showing that the
eigenvalues of Rn,k do not always have expressions as products of q-integers. The same behavior appears for
λ \ µ = (3, 2) \ (2, 1) and for λ \ µ = (4, 1, 1) \ (1, 1).

Example 5.22. We use Theorem 5.17 and (5.6) to compute the eigenvalues of R5,k in Table 3.

5.9. The simplest shapes. The formula (5.6) for the eigenvalues Eλ\µ(k) in Theorem 5.16 does not appear
to succumb to simplification in general. However, when the shape λ is one of the partitions (n) and (n− 1, 1),
the eigenvalues can be computed explicitly in terms of q-binomial coefficients, with no need for sums. We
recall that q-binomial coefficients are defined by

[
n

k

]

q

:=
[n]q[n− 1]q · · · [n− k + 1]q

[k]!q
=

[n]!q
[k]!q[n− k]!q

for all n, k ∈ N,

where we understand [m]!q to be ∞ for all negative m (and any fraction with ∞ in its denominator is 0).

We begin with describing the action of Rn,k on the Specht module S(n). We recall that this Specht module
is 1-dimensional, and is the q-analogue of the trivial representation of Sn. The action of Hn on it is given by
the rule vTw = qℓ(w)v for each w ∈ Sn and each v ∈ S(n) (see, e.g., [1, Example 2.24]). Thus, the following
should come as no surprise:

Proposition 5.23. Let k ≥ 0. The only eigenvalue of Rn,k acting on the Specht module S(n) is

E(n)\∅(k) = [k]!q

[
n

k

]2

q

.

Proof. We read off the eigenvalues from the characteristic polynomial in Theorem 5.16. The partitions µ
such that (n) \ µ is a horizontal strip are precisely the partitions (j) with 0 ≤ j ≤ n. But the only one
of them that furthermore satisfies dµ 6= 0 is the empty partition (0) = ∅. Hence, the only eigenvalue is

E(n)\0(k) = E(n)\∅(k). It remains to show that it equals [k]!q
[
n
k

]2

q
. This can be done by induction on n using

Proposition 5.12, but is probably easier to do directly by seeing how Rn,k acts on S(n): Pick any nonzero
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Shape λ \ µ Mult. Eλ\µ(1) Eλ\µ(2) Eλ\µ(3) Eλ\µ(4) Eλ\µ(5)

(5) \ ∅ 1 [5]2q [2]!q
[
5
2

]2
[3]!q

[
5
3

]2
[4]!q[5]

2
q [5]!q

(4, 1) \ (4, 1) 4 0 0 0 0 0

(4, 1) \ (3, 1) 4 [8]q 0 0 0 0

(4, 1) \ (2, 1) 4 q[6]q + [8]q [6]q[7]q 0 0 0

(4, 1) \ (12) 4 q2[4]q + q[6]q + [8]q q2[4]q[5]q + q[4]q[7]q + [6]q[7]q [4]q[5]q[6]q 0 0

(3, 2) \ (3, 2) 10 0 0 0 0 0

(3, 2) \ (2, 2) 5 [7]q 0 0 0 0

(3, 2) \ (3, 1) 5 [5]q 0 0 0 0

(3, 2) \ (2, 1) 5 q[6]q + [5]q [6]q[4]q 0 0 0

(3, 12) \ (3, 12) 12 0 0 0 0 0

(3, 12) \ (2, 12) 6 [7]q 0 0 0 0

(3, 12) \ (3, 1) 6 [3]q 0 0 0 0

(3, 12) \ (2, 1) 6 q[6]q + [3]q [6]q[2]q 0 0 0

(3, 12) \ (12) 6 q2[4]q + q[6]q + [3]q q2[4]q[5]q + q[4]q[2]q + [6]q[2]q [4]q[5]q[1]q 0 0

(22, 1) \ (22, 1) 10 0 0 0 0 0

(22, 1) \ (2, 2) 5 [3]q 0 0 0 0

(22, 1) \ (2, 12) 5 [5]q 0 0 0 0

(22, 1) \ (2, 1) 5 q[4]q + [3]q [4]q[2]q 0 0 0

(2, 13) \ (2, 13) 8 0 0 0 0 0

(2, 13) \ (14) 4 [6]q 0 0 0 0

(2, 13) \ (2, 12) 4 [2]q 0 0 0 0

(15) \ (14) 1 [1]q 0 0 0 0

Table 3. Eigenvalues of Rn,k for n = 5 and k ∈ {1, 2, 3, 4, 5}.

vector v ∈ S(n). Recall that the action of Hn on it is given by the rule vTw = qℓ(w)v for each w ∈ Sn. In
particular,

vTi = qv for each i ∈ [n− 1] . (5.7)

Thus, for each m ∈ {0, 1, . . . , n}, we have

v Bm = v

m∑

i=1

Tm−1Tm−2 · · ·Ti =

m∑

i=1

vTm−1Tm−2 · · ·Ti
︸ ︷︷ ︸

=qm−iv
(by (5.7), applied many times)

=

m∑

i=1

qm−iv = [m]qv.

Hence, easily,

v Bn,k = [n]q[n− 1]q · · · [n− k + 1]qv,

and similarly

v B∗
n,k = [n]q[n− 1]q · · · [n− k + 1]qv.
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Thus, by the definition of Rn,k, we easily get

vRn,k =
1

[k]!q
[n]q[n− 1]q · · · [n− k + 1]q · [n]q[n− 1]q · · · [n− k + 1]qv = [k]!q

[
n

k

]2

q

v.

This shows that the only eigenvalue of Rn,k on S(n) is [k]!q
[
n
k

]2

q
. Hence, E(n)\∅(k) must be [k]!q

[
n
k

]2

q
, qed. �

The next-simplest shape is the partition (n− 1, 1) (for n ≥ 2). Its Specht module S(n−1,1) is the q-analogue
of the reflection representation of Sn; in particular, it has dimension n − 1. Generalizing Lafrenière’s [13,
Théorème 88] to arbitrary values of q, we describe the eigenvalues of Rn,k on it as follows:6

Proposition 5.24. Let k ≥ 0. The eigenvalues of Rn,k acting on the Specht module S(n−1,1) are the numbers

E(n−1,1)\(j,1)(k) = [k]!q

[
n− j − 1

k

]

q

[
n+ j

k

]

q

for all j ∈ [n− 1] .

Each appears with multiplicity 1, unless two of these numbers happen to coincide.

Proof. Theorem 5.16 tells us that the eigenvalues are the numbers E(n−1,1)\µ (k) for the partitions µ such
that (n− 1, 1) \ µ is a horizontal strip and such that dµ 6= 0. It is easy to see that these partitions µ are
precisely the (j, 1) for j ∈ [n− 1] (indeed, any partition µ of length 1 would have dµ = 0, whereas the empty
partition ∅ fails the “horizontal strip” test). Thus, there is one eigenvalue E(n−1,1)\(j,1) (k) for each of these

partitions (j, 1). The multiplicity of this eigenvalue is dµ = d(j,1) = 1, since there is only one desarrangement
tableau of shape (j, 1) (the standard tableau with the entry 2 in box (2, 1)).

It remains to show that each j ∈ [n− 1] satisfies

E(n−1,1)\(j,1)(k) = [k]!q

[
n− j − 1

k

]

q

[
n+ j

k

]

q

. (5.8)

To prove (5.8), we fix j and induct on n ≥ j + 1.
The base case n = j + 1 is easy: In this case, n − 1 = j, so that the partitions (n− 1, 1) and (j, 1) are

equal. If k = 0, then Proposition 5.12 (a) yields E(n−1,1)\(j,1)(k) = 1, and thus (5.8) boils down to 1 = 1.
Thus, we can restrict ourselves to the case k > 0. Hence, Proposition 5.12 (b) shows that the left hand side
of (5.8) equals 0 (since the partitions (n− 1, 1) and (j, 1) are equal). The same holds for the right hand side

of (5.8), since the
[
n−j−1

k

]

q
factor simplifies to

[
0
k

]

q
in view of n = j + 1.

For the induction step, we fix n > j + 1. Again, we assume that k > 0, since the k = 0 case is trivial.
Then, Proposition 5.12 (c) (applied to λ = (n− 1, 1) and µ = (j, 1)) yields

E(n−1,1)\(j,1)(k) = qk E(n−2,1)\(j,1)(k) + [n+ 1− k + (n− 2)]q E(n−2,1)\(j,1)(k − 1)

(since λ′ = (n− 2, 1) and cλ\λ′ = n− 2). This is a recurrence for the left hand side of (5.8). Thus, it suffices
to show that the right hand side of (5.8) satisfies the same recurrence, as we will then be able to conclude
(by the induction hypothesis) that the two sides are equal. In other words, it suffices to show that

[k]!q

[
n− j − 1

k

]

q

[
n+ j

k

]

q

= qk [k]!q

[
n− 1− j − 1

k

]

q

[
n− 1 + j

k

]

q

+ [n+ 1− k + (n− 2)]q [k − 1]!q

[
n− 1− j − 1

k − 1

]

q

[
n− 1 + j

k − 1

]

q

.

Upon using the q-factorial formula
[
u
v

]

q
=

[u]!q
[v]!q [u− v]!q

, this simplifies to the identity

[n− j − 1]q [n+ j]q = qk [n− j − 1− k]q [n+ j − k]q + [2n− 1− k]q [k]q ,

which is easily verified by hand. This completes the induction step, and thus (5.8) is proven, and with it the
proposition. �

6Our j corresponds to Lafrenière’s n+ 1− i.
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Propositions 5.23 and 5.24 might suggest that the eigenvalues of Rn,k should be describable as products
and fractions of q-integers for other shapes λ as well. But, as Example 5.21 shows, this is too much to hope
for, even for hook-shaped partitions λ. However, in the case of hook-shaped λ, we can at least describe some
of the eigenvalues in this form:

Proposition 5.25. Let k ≥ 0 and ℓ ∈ {0, 1, . . . , n− 1}. Then,

E(n−ℓ,1ℓ)\(j,1ℓ)(k) = [k]!q

[
n− j − ℓ

k

]

q

[
n+ j

k

]

q

for all j ∈ [n− ℓ] .

Here, we are using exponential notation, so that 1ℓ means 1, 1, . . . , 1
︸ ︷︷ ︸

ℓ times

.

Proof. This is analogous to the above proof of (5.8): Fix j and induct on n ≥ j + ℓ. The induction step
boils down to checking that

[n− j − ℓ]q [n+ j]q = qk [n− j − ℓ− k]q [n+ j − k]q + [2n− ℓ− k]q [k]q . �

Question 5.26. Assume that q is generic (e.g., an indeterminate). Then, the dimension of the k-subalgebra
of Hn generated by Rn,1,Rn,2, . . . ,Rn,n equals the total number of distinct “eigenvalue packets” (i.e., tuples
(ε1, ε2, . . . , εn) of eigenvalues of (Rn,1,Rn,2, . . . ,Rn,n) acting on a joint eigenvector in Hn) (since the bases
Bλ of the Specht modules Sλ are joint eigenbases for this subalgebra, and can be combined into a joint
eigenbasis of the whole Hn). By Theorem 5.14, this number is bounded from above by the number of
horizontal strips λ \ µ with dµ 6= 0. Yet this bound is not sharp. Distinct horizontal strips often lead to the
same eigenvalue packet, even discounting the obvious case when λ = µ. Can the number be computed?

Question 5.27. If q > 0 is real, then it can be shown [1, Corollary 7.11 (2)] that the largest eigenvalue of
Rn,1 on Hn is E(n)\∅(1) = [n]2q, and the second-largest is E(n−1,1)\(1,1)(1) = [n− 2]q[n+ 1]q. Does a similar
result hold for Rn,k?

Question 5.28. Are all the eigenvalues Eλ\µ(k) unimodal as polynomials in q? This has been verified using
SageMath for all n ≤ 15.
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Appendix A. Proofs of some folklore lemmas

Proof of Lemma 2.13. The definition of Jn yields

Jn =
n−1∑

i=1

qi−nT(i,n) = q(n−1)−n

︸ ︷︷ ︸

=q−1

T(n−1,n)
︸ ︷︷ ︸

=Tn−1

+
n−2∑

i=1

qi−n

︸︷︷︸

=q−1qi−(n−1)

T(i,n)

= q−1Tn−1 + q−1
n−2∑

i=1

qi−(n−1)T(i,n). (A.1)

Let i ∈ [n− 2]. It is known that sn−1sn−2 · · · si · · · sn−2sn−1 (with the subscripts decreasing from n − 1
to i and then rising again to n− 1) is a reduced expression for the transposition (i, n). Hence,

T(i,n) = Tn−1Tn−2 · · ·Ti · · ·Tn−2Tn−1. (A.2)

Similarly,

T(i,n−1) = Tn−2Tn−3 · · ·Ti · · ·Tn−3Tn−2. (A.3)

Now, (A.2) can be rewritten as

T(i,n) = Tn−1 Tn−2Tn−3 · · ·Ti · · ·Tn−3Tn−2
︸ ︷︷ ︸

=T(i,n−1)

(by (A.3))

Tn−1 = Tn−1T(i,n−1)Tn−1.

We have proved this equality for all i ∈ [n− 2]. Multiplying it by qi−(n−1) and summing over all i ∈ [n− 2],
we obtain

n−2∑

i=1

qi−(n−1)T(i,n) =

n−2∑

i=1

qi−(n−1)Tn−1T(i,n−1)Tn−1

= Tn−1

n−2∑

i=1

qi−(n−1)T(i,n−1)

︸ ︷︷ ︸

=Jn−1

(by the definition of Jn−1)

Tn−1

= Tn−1Jn−1Tn−1.

Thus, we can rewrite (A.1) as

Jn = q−1Tn−1 + q−1Tn−1Jn−1Tn−1 = q−1 (1 + Tn−1Jn−1)Tn−1.

Multiplying this equality by Tn−1 − q + 1 from the right, we find

Jn (Tn−1 − q + 1) = q−1 (1 + Tn−1Jn−1) Tn−1 (Tn−1 − q + 1)
︸ ︷︷ ︸

=T 2
n−1−(q−1)Tn−1=q

(since (2.1) yields T 2
n−1=(q−1)Tn−1+q)

= q−1 (1 + Tn−1Jn−1) q = 1 + Tn−1Jn−1.
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Thus, Tn−1Jn−1 = Jn (Tn−1 − q + 1)− 1. This proves Lemma 2.13. �

For our next proof, we need a minor lemma:

Lemma A.1. Let n, i > 0 and a ∈ Hn. Then, Ti commutes with TiaTi + qa.

Proof. We have

Ti (TiaTi + qa) = T 2
i

︸︷︷︸

=(q−1)Ti+q

(by (2.1))

aTi + qTia = (q − 1)TiaTi + qaTi + qTia.

The same computation (just with the order of factors reversed) yields

(TiaTi + qa)Ti = (q − 1)TiaTi + qTia+ qaTi.

The right hand sides of these two equalities are clearly equal. Thus, so are the left hand sides. In other
words, Ti (TiaTi + qa) = (TiaTi + qa)Ti. This proves Lemma A.1. �

Proof of Lemma 2.14. We must prove that Ti commutes with Jn. If i > n, then Ti commutes with all the
generators T1, T2, . . . , Tn−1 of Hn (by (2.2)), and thus commutes with all elements of Hn, including Jn.
Hence, without loss of generality, we assume that i ≤ n. Since i /∈ {n− 1, n}, this entails i ≤ n − 2. The
definition of Jn yields

Jn =
n−1∑

j=1

qj−nT(j,n) =
∑

j∈[n−1]\{i,i+1}

qj−nT(j,n) + qi−nT(i,n) + q(i+1)−nT(i+1,n)
︸ ︷︷ ︸

=qi−n(T(i,n)+qT(i+1,n))

=
∑

j∈[n−1]\{i,i+1}

qj−nT(j,n) + qi−n
(
T(i,n) + qT(i+1,n)

)
.

Hence, in order to show that Ti commutes with Jn, it will suffice to show that

Ti commutes with T(j,n) for each j ∈ [n− 1] \ {i, i+ 1} (A.4)

and that

Ti commutes with T(i,n) + qT(i+1,n). (A.5)

Let us first verify (A.4). Indeed, let j ∈ [n− 1]\{i, i+ 1}. Then, the transpositions si = (i, i+ 1) and (j, n)
are disjoint (since i ≤ n− 2) and thus commute: i.e., we have si (j, n) = (j, n) si. Hence, Tsi(j,n) = T(j,n)si .
Moreover, (j, n) (i) < (j, n) (i+ 1) (since this is just saying i < i + 1). Hence, T(j,n)si = T(j,n)Ti (since

Twsi = TwTi for any w ∈ Sn satisfying w (i) < w (i+ 1)). Furthermore, (j, n)
−1

(i) < (j, n)
−1

(i+ 1) (again
since i < i+1), so that Tsi(j,n) = TiT(j,n) (since Tsiw = TiTw for anyw ∈ Sn satisfying w−1 (i) < w−1 (i+ 1)).
Thus, TiT(j,n) = Tsi(j,n) = T(j,n)si = T(j,n)Ti. In other words, Ti commutes with T(j,n). This proves (A.4).

It remains to verify (A.5). Here, we observe that sisi+1 · · · sn−1 · · · si+1si (where the subscripts rise from
i to n− 1 and then decrease back to i) is a reduced expression for the transposition (i, n). Thus,

T(i,n) = TiTi+1 · · ·Tn−1 · · ·Ti+1Ti. (A.6)

Similarly,

T(i+1,n) = Ti+1Ti+2 · · ·Tn−1 · · ·Ti+2Ti+1. (A.7)

Now, we can rewrite (A.6) as

T(i,n) = Ti Ti+1Ti+2 · · ·Tn−1 · · ·Ti+2Ti+1
︸ ︷︷ ︸

=T(i+1,n)

(by (A.7))

Ti = TiT(i+1,n)Ti.

Hence,

T(i,n) + qT(i+1,n) = TiT(i+1,n)Ti + qT(i+1,n). (A.8)

But Lemma A.1 (applied to a = T(i+1,n)) shows that Ti commutes with TiT(i+1,n)Ti + qT(i+1,n). In other
words, Ti commutes with T(i,n) + qT(i+1,n) (by (A.8)). Thus, (A.5) is proved, and we are done proving
Lemma 2.14. �
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Appendix B. Another proof of commutativity

Another proof of Theorem 4.1 relies on the following lemma:

Lemma B.1. Assume that k ⊆ R and q > 0. Let a ∈ B∗
n Hn. If Bn a = 0, then a = 0.

Proof. Assume that Bn a = 0. We know that a ∈ B∗
n Hn. In other words, a = B∗

n b for some b ∈ Hn. Thus,
a∗a = (B∗

n b)
∗
a = b∗ Bn a = 0 (since Bn a = 0), so that [1, Lemma 6.1 (1)] yields a = 0. This proves Lemma

B.1. �

Proof of Theorem 4.1. We induct on n (the case n = 0 being obvious).
Let n > 0 and i, j ≥ 0. We must show that Rn,iRn,j = Rn,j Rn,i. This is obvious if i = 0 (since Rn,i = 1

in this case), obvious if j = 0 (for similar reasons), obvious if i > n (since Rn,i = 0 in this case, by (2.9))
and obvious if j > n (for similar reasons). Hence, we WLOG assume that both i and j are positive integers
≤ n. Furthermore, since our claim (Rn,i Rn,j = Rn,j Rn,i) is a polynomial identity in q, we assume without
loss of generality that the ground field k is R and that q ∈ R>0.

We shall first show that Bn Rn,j Rn,i = Bn Rn,iRn,j .
Indeed, Theorem 3.6 yields

Bn Rn,i =
(

qiRn−1,i+
(

[n+ 1− i]q + qn+1−iJn

)

Rn−1,i−1

)

Bn .

Hence,

Bn Rn,iRn,j =
(

qiRn−1,i+
(

[n+ 1− i]q + qn+1−iJn

)

Rn−1,i−1

)

Bn Rn,j

=
(

qiRn−1,i+
(

[n+ 1− i]q + qn+1−iJn

)

Rn−1,i−1

)

(

qj Rn−1,j +
(

[n+ 1− j]q + qn+1−jJn

)

Rn−1,j−1

)

Bn

(here, we have applied Theorem 3.6 again, this time to Bn Rn,j). Interchanging i and j, we obtain the
equality

Bn Rn,j Rn,i =
(

qj Rn−1,j +
(

[n+ 1− j]q + qn+1−jJn

)

Rn−1,j−1

)

(

qi Rn−1,i+
(

[n+ 1− i]q + qn+1−iJn

)

Rn−1,i−1

)

Bn .

Our intermediate goal is to show that the left hand sides of these two equalities are the same. Clearly, it
suffices to show that the right hand sides are the same. For this, it suffices to show that the two factors

qi Rn−1,i+
(

[n+ 1− i]q + qn+1−iJn

)

Rn−1,i−1 and

qj Rn−1,j +
(

[n+ 1− j]q + qn+1−jJn

)

Rn−1,j−1

commute. But this is clear, since the elements Rn−1,i, Rn−1,i−1, Rn−1,j and Rn−1,j pairwise commute
(by the induction hypothesis) and also commute with Jn (since they lie in Hn−1, but any element of Hn−1

commutes with Jn by Lemma 2.15). Thus, the left hand sides are the same. In other words, we have shown
that

Bn Rn,j Rn,i = Bn Rn,i Rn,j . (B.1)

However, Rn,i =
1

[i]!q
B∗
n,i Bn,i ∈ B∗

n Hn (since i > 0 entails B∗
n,i = B∗

n B
∗
n−1 · · · B

∗
n−i+1 ∈ B∗

n Hn). Thus,

Rn,i Rn,j ∈ B∗
n Hn. Similarly, Rn,j Rn,i ∈ B∗

n Hn. Hence, the difference Rn,iRn,j −Rn,j Rn,i belongs
to B∗

n Hn as well. But (B.1) shows that Bn (Rn,i Rn,j −Rn,j Rn,i) = 0. Thus, Lemma B.1 (applied to
a = Rn,iRn,j −Rn,j Rn,i) yields Rn,iRn,j −Rn,j Rn,i = 0. In other words, Rn,iRn,j = Rn,j Rn,i. This is
exactly what we wanted to show. Thus, the induction is complete. �

Remark B.2. The above proof seems paradigmatic: It renders the commutativity of the Rn,k an almost
predestined consequence of the recursion given in Theorem 3.6, provided that the general case can be reduced
to the fair-weather case of q > 0. It appears likely that the same strategy can be used to prove commutativity
of other families in the Hecke algebra, provided that similar recursions are found.
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Appendix C. A theory of split elements

In this appendix, we shall give an alternative proof for the following part of Theorem 5.18:

Proposition C.1. Let n, k ≥ 0. All eigenvalues of Rn,k (acting by right multiplication on Hn over k)
are polynomials in q with integer coefficients. That is, the characteristic polynomial of Rn,k (acting by right
multiplication on Hn) factors as a product of linear terms x−pi (q), where each pi is a univariate polynomial
over Z.

Our proof will rely on a notion of splitness of an element over a commutative ring. This notion is somewhat
similar to the classical notion of integrality over a commutative ring ([11, Section 15.3], [8, Section 4.1]),
but also related to the notion of split algebras ([2], [7, Definition 2.8]). We believe that it might have uses
beyond the proof of Proposition C.1; thus, we present it at a greater generality than directly necessary.

In this section, k shall be an arbitrary commutative ring (not necessarily a field). Its elements will be
called scalars.

Definition C.2. Let A be a k-algebra. An element a ∈ A is said to be split (over k) if there exist some

scalars u1, u2, . . . , un ∈ k (not necessarily distinct) such that
n∏

i=1

(a− ui) = 0.

Note that above, the product here is well-defined, since all the a− ui commute. The elements of k itself
are split, since each a ∈ k satisfies

∏1
i=1 (a− a) = a− a = 0. Split elements are integral over k, but not vice

versa. The relation between the notion of splitness and Proposition C.1 is the following:

Proposition C.3. Assume that k is a field. Let M be a square matrix over k. Then, M is split (regarded
as an element of the matrix ring) if and only if all eigenvalues of M belong to k.

Proof. =⇒: Assume that M is split. Thus, there exist some scalars u1, u2, . . . , un ∈ k such that
n∏

i=1

(M − ui) = 0.

Consider these scalars. Hence, the minimal polynomial of M must divide the polynomial
n∏

i=1

(x− ui) .

Therefore, all eigenvalues of M belong to {u1, u2, . . . , un} (since all eigenvalues of a matrix are roots of its
minimal polynomial), and thus belong to k as well.

⇐=: Assume that all eigenvalues of M belong to k. Let u1, u2, . . . , un ∈ k be these eigenvalues (with their

algebraic multiplicities). Hence, by the Cayley–Hamilton theorem, we have
n∏

i=1

(M − ui) = 0. This shows

that M is split. �

Proposition C.3 reduces the proof of Proposition C.1 to showing that Rn,k is split over Z [q]. To show
this, we will now show general properties of split elements.

Lemma C.4. Let A be a k-algebra. Let a and b be two commuting elements of A. Let u1, u2, . . . , un ∈ k be
scalars such that

∏n
i=1 (a− ui) = 0. Let v1, v2, . . . , vm ∈ k be scalars such that

∏m
j=1 (b− vj) = 0. Then,

n∏

i=1

m∏

j=1

(a+ b− ui − vj) = 0 (C.1)

and
n∏

i=1

m∏

j=1

(ab− uivj) = 0. (C.2)

Proof. Let B be the k-subalgebra of A generated by a and b. This subalgebra B is commutative, since its
generators a and b commute.

For each i ∈ [n], we set si :=
∏m

j=1 (a+ b− ui − vj) and pi :=
∏m

j=1 (ab− uivj). Thus, our goal is to

show that
∏n

i=1 si = 0 and
∏n

i=1 pi = 0.



36 SARAH BRAUNER, PATRICIA COMMINS, DARIJ GRINBERG, FRANCO SALIOLA

For each i ∈ {0, 1, . . . , n}, define the ideal

Ui := (a− u1) (a− u2) · · · (a− ui)B

ofB. Clearly, U0 ⊇ U1 ⊇ U2 ⊇ · · · ⊇ Un. Furthermore, U0 = B (since the product (a− u1) (a− u2) · · · (a− u0)
is empty and thus equals 1) and Un = 0 (since (a− u1) (a− u2) · · · (a− un) =

∏n

i=1 (a− ui) = 0).
Now, fix i ∈ [n]. Then, Ui−1 = (a− u1) (a− u2) · · · (a− ui−1)B, so that

(a− ui)Ui−1 = (a− ui) · (a− u1) (a− u2) · · · (a− ui−1)
︸ ︷︷ ︸

=(a−u1)(a−u2)···(a−ui)

B

= (a− u1) (a− u2) · · · (a− ui)B = Ui.

Hence, the element a−ui acts as 0 on the quotientB-module Ui−1/Ui. In other words, the element a acts as ui

on this B-module Ui−1/Ui. Therefore, for any polynomial P (x) ∈ k [x], the element P (a) ∈ B acts as P (ui)
on this B-module Ui−1/Ui. Applying this to P (x) =

∏m
j=1 (x+ b− ui − vj), we conclude that the element

∏m
j=1 (a+ b− ui − vj) ∈ B acts as

∏m
j=1 (ui + b− ui − vj)

︸ ︷︷ ︸

=b−vj

=
∏m

j=1 (b− vj) = 0 on this B-module Ui−1/Ui.

In other words, the element si acts as 0 on the B-module Ui−1/Ui (since si =
∏m

j=1 (a+ b− ui − vj)). In
other words, siUi−1 ⊆ Ui.

A similar argument shows that piUi−1 ⊆ Ui (here, we need to observe that pi =
∏m

j=1 (ab− uivj) acts as

∏m
j=1 (uib− uivj)

︸ ︷︷ ︸

=ui(b−vj)

= um
i

m∏

j=1

(b− vj)

︸ ︷︷ ︸
=0

= 0 on Ui−1/Ui).

Now, forget that we fixed i. We thus have shown that each i ∈ [n] satisfies

siUi−1 ⊆ Ui and (C.3)

piUi−1 ⊆ Ui. (C.4)

Now,
n∏

i=1

si = snsn−1 · · · s3s2s1 = snsn−1 · · · s3s2s1 1
︸︷︷︸

∈B=U0

∈ snsn−1 · · · s3s2 s1U0
︸︷︷︸

⊆U1

(by (C.3))

⊆ snsn−1 · · · s3 s2U1
︸︷︷︸

⊆U2

(by (C.3))

⊆ snsn−1 · · · s3U2
︸︷︷︸

⊆U3

(by (C.3))

⊆ · · · ⊆ Un = 0.

In other words,
∏n

i=1 si = 0. Similarly, using (C.4), we obtain
∏n

i=1 pi = 0. As explained above, this
completes the proof of Lemma C.4. �

Theorem C.5. Let A be a k-algebra. Let a and b be two commuting split elements of A. Then, the elements
a+ b and ab are split as well.

Proof. This follows from Lemma C.4. �

Proposition C.6. Let A be a k-algebra. Let a be a split element of A. Let λ ∈ k. Then, λa is also split.

Proof. Since a is split, there exist scalars u1, u2, . . . , un ∈ k satisfying
∏n

i=1 (a− ui) = 0. Consider these

scalars. Then,
∏n

i=1 (λa− λui)
︸ ︷︷ ︸

=λ(a−ui)

= λn

n∏

i=1

(a− ui)

︸ ︷︷ ︸
=0

= 0, and this shows that λa is split. �

Theorem C.7. Let A be a commutative k-algebra that is generated by split elements. Then, any element
of A is split.

Proof. Let S be the set of all split elements of A. Then, S is closed under addition and multiplication (by
Theorem C.5) and under scaling (by Proposition C.6), and contains k as a subset (since each element of k is
split). Thus, S is a k-subalgebra of A. Since S contains a set of generators of A (because A is generated by
split elements), we thus see that S must be A itself. Hence, any element of A lies in S, and thus is split. �
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Theorem C.7 provides a convenient way to infer the splitness of certain elements from the splitness of
other elements. Another tool for such inferences (particularly useful in noncommutative k-algebras) is the
following theorem:

Theorem C.8. Let A be a k-algebra. Let b, c, d, f be elements of A such that f is split and such that bc = fb
and c = db. Then, c is split.

Proof. Since f is split, there exist scalars u1, u2, . . . , un ∈ k such that
∏n

i=1 (f − ui) = 0. Consider these
scalars. For each i ∈ [n], we have

b (c− ui) = bc
︸︷︷︸

=fb

− uib = fb− uib = (f − ui) b. (C.5)

Now,

b

n∏

i=1

(c− ui) = b (c− u1)
︸ ︷︷ ︸

=(f−u1)b
(by (C.5))

(c− u2) (c− u3) · · · (c− un)

= (f − u1) b (c− u2)
︸ ︷︷ ︸

=(f−u2)b
(by (C.5))

(c− u3) · · · (c− un)

= (f − u1) (f − u2) b (c− u3)
︸ ︷︷ ︸

=(f−u3)b
(by (C.5))

· · · (c− un)

= · · ·

= (f − u1) (f − u2) · · · (f − un)
︸ ︷︷ ︸

=
∏

n
i=1(f−ui)=0

b = 0.

But c = db, and thus c
∏n

i=1 (c− ui) = d b

n∏

i=1

(c− ui)

︸ ︷︷ ︸
=0

= 0. In other words,
∏n

i=0 (c− ui) = 0, where we set

u0 := 0. This shows that c is split. �

We observe that Theorem C.8 has two remarkable corollaries, which we shall not use:

Corollary C.9. Let A be a k-algebra. Let a and b be two elements of A such that the product ba is split.
Then, ab is also split.

Proof. We can apply Theorem C.8 to c = ab and f = ba and d = a (since ba is split and since b · ab = ba · b
and ab = ab). Thus we conclude that ab is split. �

Corollary C.10. Let A be a k-algebra. Let a and b be two elements of A such that b2 = ab. Assume that
a is split. Then, b is also split.

Proof. We can apply Theorem C.8 to c = b and f = a and d = 1 (since a is split, and since bb = b2 = ab
and b = 1b). Thus we conclude that b is split. �

To apply the above theory to the Hecke algebras, we need one input from representation theory:

Proposition C.11. Assume that q is invertible in k. Then, the Young–Jucys–Murphy elements J1, J2, . . . , Jn
in Hn are split (over k).

Proof. The formula [15, (5.2)] says that each m ∈ [n] satisfies

∏

c∈R(m)

(Jm − c) = 0,
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where7

R (m) :=







{

[k]q | −m < k < m
}

, if m ≥ 4;
{

[k]q | −m < k < m
}

\ {0} , if m < 4.

Since all the c ∈ R (m) are scalars in k, this equality shows that each Jm is split. Proposition C.11 is
proved. �

We are now ready to prove the following:

Lemma C.12. Assume that k contains the field of rational functions Q (q). Let n, k ≥ 0. Then, the element
Rn,k of Hn is split (over k).

The assumption on k will soon be disposed of, but we need it for the following proof:

Proof of Lemma C.12. We induct on n. The base case (n = 0) is obvious, so we pass to the induction step.
If k = 0, then our claim is obvious, since Rn,0 = 1. So is it for k > n, since Rn,k = 0 in this case. Thus,

without loss of generality, we assume that 1 ≤ k ≤ n. Hence, Theorem 3.6 yields

Bn Rn,k = Wn,k Bn, (C.6)

where

Wn,k := qk Rn−1,k +
(

[n+ 1− k]q + qn+1−kJn

)

Rn−1,k−1 .

Now we shall show that Wn,k is split. Indeed, by our induction hypothesis, the elements Rn−1,k and
Rn−1,k−1 are split (in Hn−1 and thus also in the larger algebra Hn). So is the element Jn (by Proposition
C.11). Moreover, these three elements Rn−1,k and Rn−1,k−1 and Jn all commute (indeed, Theorem 4.1 shows
that the elements Rn−1,k and Rn−1,k−1 commute, whereas Lemma 2.15 yields that Jn commutes with both
of them as well). Hence, the k-subalgebra A of Hn generated by these three elements Rn−1,k and Rn−1,k−1

and Jn is commutative. Since its generators Rn−1,k and Rn−1,k−1 and Jn are split, we thus conclude by
Theorem C.7 that any element of this subalgebra A must be split. In particular, Wn,k must be split (since
the definition of Wn,k shows that Wn,k belongs to A).

Moreover, (2.7) yields

Rn,k =
1

[k]!q
B∗
n,k Bn,k

=
1

[k]!q
B∗
n,k Bn−(k−1) · · · Bn−1 Bn (by (2.5))

= Un,k Bn, where Un,k :=
1

[k]!q
B∗
n,k Bn−(k−1) · · · Bn−2 Bn−1 .

Therefore, Theorem C.8 (applied to Hn, Bn, Rn,k, Un,k and Wn,k instead of A, b, c, d and f) shows that
Rn,k is split (because of (C.6)). This completes the induction step, and thus proves Lemma C.12. �

We can now prove Proposition C.1:

Proof of Proposition C.1. We must show that the characteristic polynomial of Rn,k (acting by right multi-
plication on Hn over k) can be factored into monic linear factors of the form x − pi (q), where each pi is a
univariate polynomial over Z.

Clearly, it suffices to show this in the case when our base ring k is Z [q]. Thus, without loss of generality,
we assume that we are in this case. Note that Z [q] is a unique factorization domain with quotient field Q (q);
it is thus integrally closed in Q (q) (since any unique factorization domain is integrally closed in its quotient
field — see [8, Theorem (4.1.9)]). In other words, any element of Q (q) that is integral over Z [q] must belong
to Z [q].

The equality (2.20) contains no denominators or negative powers of q. Thus, the element Rn,k ∈ Hn

is defined over the ring Z [q]. We shall view the Hecke algebra Hn defined over the ring Z [q] as a subring
of the corresponding Hecke algebra Hn defined over the field Q (q). The element Rn,k belongs to both of
these Hecke algebras, and thus acts on them both by right multiplication; the actions clearly have the same

7If some of the q-integers [k]q are equal, then this R (m) should be understood as a multiset.
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characteristic polynomial and the same eigenvalues. We must show that this characteristic polynomial can
be factored into monic linear factors of the form x− pi (q) with pi ∈ Z [q].

By the Cayley–Hamilton theorem, it suffices to show that all eigenvalues of Rn,k belong to Z [q].
Recall that Rn,k is defined over the ring Z [q]. Hence, the characteristic polynomial of Rn,k is a monic

polynomial of degree n! with coefficients in Z [q]. Therefore, all eigenvalues of Rn,k are integral over the ring
Z [q] (since they are the roots of the characteristic polynomial of Rn,k).

But Lemma C.12 shows that Rn,k is split over the field Q (q). Hence, Proposition C.3 (applied to the
field Q (q)) shows that all eigenvalues of Rn,k belong to Q (q). But at the same time, these eigenvalues are
integral over the ring Z [q], as we just saw. Hence, they must belong to Z [q] (since any element of Q (q) that
is integral over Z [q] must belong to Z [q]). As explained above, this proves Proposition C.1. �

Appendix D. Raw Data

For 3 ≤ n ≤ 5, we include the polynomial expansion of the nonzero eigenvalues of the Rn,k; compare with
the tables in Examples 5.19, 5.20, and 5.22.

n = 3.

λ \ µ k Eλ\µ(k)

(3) \ ∅ 1 q4 + 2q3 + 3q2 + 2q + 1

(3) \ ∅ 2 q5 + 3q4 + 5q3 + 5q2 + 3q + 1

(3) \ ∅ 3 q3 + 2q2 + 2q + 1

(2, 1) \ (1, 1) 1 q3 + q2 + q + 1

(1, 1, 1) \ (1, 1) 1 1

n = 4.

λ \ µ k Eλ\µ(k)

(4) \ ∅ 1 q6 + 2q5 + 3q4 + 4q3 + 3q2 + 2q + 1

(4) \ ∅ 2 q9 + 3q8 + 7q7 + 11q6 + 14q5 + 14q4 + 11q3 + 7q2 + 3q + 1

(4) \ ∅ 3 q9 + 4q8 + 9q7 + 15q6 + 19q5 + 19q4 + 15q3 + 9q2 + 4q + 1

(4) \ ∅ 4 q6 + 3q5 + 5q4 + 6q3 + 5q2 + 3q + 1

(3, 1) \ (2, 1) 1 q5 + q4 + q3 + q2 + q + 1

(3, 1) \ (1, 1) 1 q5 + 2q4 + 2q3 + 2q2 + 2q + 1

(3, 1) \ (1, 1) 2 q7 + 2q6 + 3q5 + 4q4 + 4q3 + 3q2 + 2q + 1

(2, 2) \ (2, 1) 1 q3 + q2 + q + 1

(2, 1, 1) \ (2, 1) 1 q + 1

(2, 1, 1) \ (1, 1) 1 q4 + q3 + q2 + 2q + 1

(2, 1, 1) \ (1, 1) 2 q3 + q2 + q + 1
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n = 5.

λ \ µ k Eλ\µ(k)

(5) \ ∅ 1 q8 + 2q7 + 3q6 + 4q5 + 5q4 + 4q3 + 3q2 + 2q + 1

(5) \ ∅ 2 q13 + 3q12 + 7q11 + 13q10 + 20q9 + 26q8 + 30q7+

30q6 + 26q5 + 20q4 + 13q3 + 7q2 + 3q + 1

(5) \ ∅ 3 q15 + 4q14 + 11q13 + 23q12 + 40q11 + 59q10 + 76q9 + 86q8 + 86q7 + 76q6+

59q5 + 40q4 + 23q3 + 11q2 + 4q + 1

(5) \ ∅ 4 q14 + 5q13 + 14q12 + 29q11 + 49q10 + 70q9 + 86q8 + 92q7 + 86q6 + 70q5+

49q4 + 29q3 + 14q2 + 5q + 1

(5) \ ∅ 5 q10 + 4q9 + 9q8 + 15q7 + 20q6 + 22q5 + 20q4 + 15q3 + 9q2 + 4q + 1

(4, 1) \ (3, 1) 1 q7 + q6 + q5 + q4 + q3 + q2 + q + 1

(4, 1) \ (2, 1) 1 q7 + 2q6 + 2q5 + 2q4 + 2q3 + 2q2 + 2q + 1

(4, 1) \ (2, 1) 2 q11 + 2q10 + 3q9 + 4q8 + 5q7 + 6q6 + 6q5 + 5q4 + 4q3 + 3q2 + 2q + 1

(4, 1) \ (1, 1) 1 q7 + 2q6 + 3q5 + 3q4 + 3q3 + 3q2 + 2q + 1

(4, 1) \ (1, 1) 2 q11 + 3q10 + 6q9 + 9q8 + 12q7 + 14q6 + 14q5 + 12q4 + 9q3 + 6q2 + 3q + 1

(4, 1) \ (1, 1) 3 q12 + 3q11 + 6q10 + 10q9 + 14q8 + 17q7 + 18q6 + 17q5 + 14q4 + 10q3 + 6q2 + 3q + 1

(3, 2) \ (2, 2) 1 q6 + q5 + q4 + q3 + q2 + q + 1

(3, 2) \ (3, 1) 1 q4 + q3 + q2 + q + 1

(3, 2) \ (2, 1) 1 q6 + q5 + 2q4 + 2q3 + 2q2 + 2q + 1

(3, 2) \ (2, 1) 2 q8 + 2q7 + 3q6 + 4q5 + 4q4 + 4q3 + 3q2 + 2q + 1

(3, 1, 1) \ (2, 1, 1) 1 q6 + q5 + q4 + q3 + q2 + q + 1

(3, 1, 1) \ (3, 1) 1 q2 + q + 1

(3, 1, 1) \ (2, 1) 1 q6 + q5 + q4 + q3 + 2q2 + 2q + 1

(3, 1, 1) \ (2, 1) 2 q6 + 2q5 + 2q4 + 2q3 + 2q2 + 2q + 1

(3, 1, 1) \ (1, 1) 1 q6 + 2q5 + 2q4 + 2q3 + 3q2 + 2q + 1

(3, 1, 1) \ (1, 1) 2 q9 + 2q8 + 3q7 + 5q6 + 7q5 + 7q4 + 6q3 + 5q2 + 3q + 1

(3, 1, 1) \ (1, 1) 3 q7 + 2q6 + 3q5 + 4q4 + 4q3 + 3q2 + 2q + 1

(2, 2, 1) \ (2, 2) 1 q2 + q + 1

(2, 2, 1) \ (2, 1, 1) 1 q4 + q3 + q2 + q + 1

(2, 2, 1) \ (2, 1) 1 q4 + q3 + 2q2 + 2q + 1

(2, 2, 1) \ (2, 1) 2 q4 + 2q3 + 2q2 + 2q + 1

(2, 1, 1, 1) \ (1, 1, 1, 1) 1 q5 + q4 + q3 + q2 + q + 1

(2, 1, 1, 1) \ (2, 1, 1) 1 q + 1

(1, 1, 1, 1, 1) \ (1, 1, 1, 1) 1 1
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