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This is a BETA VERSION and has never been systematically proofread. Please
notify me of any mistakes, typos and hard-to-understand arguments you
find!1

Thanks to Martin Brandenburg for pointing out several flaws.
At the moment, section 1 is missing a proof (namely, that the representation ring is

a special λ-ring; I actually don’t know this proof).
Most exercises have solutions or at least hints given at the end of this text; however,

some do not.

What is this?

These notes try to cover some of the most important properties of λ-rings with proofs.
They were originally meant to accompany a talk at an undergraduate seminar, but

quickly grew out of proportion to what could fit into a talk. Still they lack in any-
thing really deep. At the moment, most of what is written here, except for the Todd
homomorphism section, is also in Knutson’s book [Knut73], albeit sometimes with dif-
ferent proofs. Part of the plan was to add some results from the Fulton/Lang book
[FulLan85] with better proofs, but this is not currently my short-term objective, given
that I don’t understand much of [FulLan85] to begin with. Most of the notes were
written independently of Yau’s 2010 text [Yau10], but inevitably intersect with it.

I do not introduce, nor use, the λ-ring of symmetric functions (see [Knut73] and
[Hazewi08b, §9, §16] for it). My avoidance of symmetric functions has no good reason2;
unfortunately, it makes part of the notes (particularly, everything related to the λ-
verification principle) unnecessarily unwieldy. This is one of the things I would have
done differently if I were to rewrite these notes from scratch.

1my email address is A@B.com, where A=darijgrinberg and B=gmail
2Actually, the reason is that I have started writing these notes before I understood symmetric

functions well.
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0. Notation and conventions

Some notations that we will use later on:

• In the following, N will denote the set {0, 1, 2, ...}. The elements of this set N
will be called the natural numbers.

• When we say “ring”, we will always mean “commutative ring with unity”. A “ring
homomorphism” is always supposed to send 1 to 1. When we say “R-algebra”
(with R a ring), we will always mean “commutative R-algebra with unity”.

• Let R be a ring. An extension ring of R will mean a ring S along with a ring
monomorphism R → S. We will often sloppily identify R with a subring of S if
S is an extension ring of R; we will then also identify the polynomial ring R [T ]
with a subring of the polynomial ring S [T ], and so on. An extension ring S of
R is called finite-free if and only if the R-module S is finite-free (i. e., a free
R-module with a finite basis).

• We will use multisets. If I is a set, and ui is an object for every i ∈ I, then we
let [ui | i ∈ I] denote the multiset formed by all the ui where i ranges over I (this
multiset will contain each object o as often as it appears as an ui for some i ∈ I).
If I = {1, 2, ..., n} for some n ∈ N, then we also denote the multiset [ui | i ∈ I]
by [u1, u2, ..., un].

• We have not defined λ-rings yet, but it is important to mention some discrepancy
in notation between different sources. Namely, some of the literature (including
[Knut73], [Hazewi08a], [Hazewi08b] and [Yau10]) denotes as pre-λ-rings what we
call λ-rings and denotes as λ-rings what we call special λ-rings. Even worse, the
notations in [FulLan85] are totally inconsistent3.

• When we say “monoid”, we always mean a monoid with a neutral element. (The
analogous notion without a neutral element is called “semigroup”.) “Monoid
homomorphisms” have to send the neutral element of the domain to the neutral
element of the target.

• Most times you read an expression with a
∑

or a
∏

sign in mathematical liter-

ature, you know clearly what it means (e. g., the expression
n∏
k=1

sin k means the

product (sin 1) · (sin 2) · ... · (sinn)). However, some more complicated expressions

with
∑

and
∏

signs can be ambiguous, like the expression
n∏
k=1

sin k ·n: Does this

expression mean

(
n∏
k=1

sin k

)
· n or

n∏
k=1

((sin k) · n) ? The answer depends on the

author of the text.
In this text, the following convention should be resorted to when parsing an ex-
pression with

∑
or
∏

signs:
The argument of a

∏
sign ends as early as reasonably possible. Here, “reasonably

3Often, “λ-ring” in [FulLan85] means “λ-ring with a positive structure” (such λ-rings are automati-
cally special), but sometimes it simply means “λ-ring”.
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possible” means that it cannot end before the last time the index of the product

appears (e. g., the argument of
n∏
k=1

sin k ·n cannot end before the last appearance

of k), that it cannot end inside a bracket (e. g., the argument of
n∏
k=1

((sin k) · n)

cannot end before the end of the n), that it cannot end between a symbol and its
exponent or index or between a function symbol or its arguments, and that the

usual rules of precedence have to apply. For example, the expression
n∏
k=1

sin k · n

has to be read as

(
n∏
k=1

sin k

)
·n, and the expression

n∏
k=1

sin k ·(cos k)2 k ·(n+ 1) kn

has to be read as

(
n∏
k=1

(
sin k · (cos k)2 · (n+ 1) k

))
n.

Similar rules apply to the parsing of a sum expression.

• Let R be a ring. Let P ∈ R [X1, X2, . . . , Xm, Y1, Y2, . . . , Yn] be a polynomial over
R in m + n variables. Then, the total degree of P with respect to the variables
X1, X2, . . . , Xm is defined as the highest d ∈ N such that at least one monomial
Xa1

1 X
a2
2 · · ·Xam

m Y b1
1 Y b2

2 · · ·Y bn
n with a1 + a2 + · · · + am = d appears in P with a

nonzero coefficient. (This total degree is defined to be −∞ if P = 0.) Similarly,
the total degree of P with respect to the variables Y1, Y2, . . . , Yn is defined.

• The similarly-looking symbols Λ (a capital Lambda) and ∧ (a wedge symbol,
commonly used for the logical operator “and”) will have completely different
meanings. The notation ∧iV (where R is a ring, V is an R-module and i is a
nonnegative integer) will stand for the i-th exterior power of the R-module V .
On the other hand, the notation Λ (K) (where K is a ring) will stand for a certain
ring defined in Chapter 4; this ring is not the exterior algebra of K (despite some
authors denoting the latter by Λ (K)).

1. Motivations

What is the point of λ-rings?
Fulton/Lang [FulLan85] motivate λ-rings through vector bundles. Here we are go-

ing for a more elementary motivation, namely through representation rings in group
representation theory:

1.1. Representation rings of groups

Consider a finite group G and a field k of characteristic 0. In representation theory,
one define the so-called representation ring of the group G over the field k. This ring
can be constructed as follows:

We consider only finite-dimensional representations of G.
Let RepkG be the set of all representations of the group G over the field k. (We

disregard the set-theoretic problematics stemming from the notion of such a big set.
If you wish, you can call it a class or a SET instead of a set, or restrict yourself to a
smaller subset containing every representation up to isomorphism.)
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Let FRepkG be the free abelian group on the set RepkG. Let I be the subgroup

I = 〈U − V | U and V are two isomorphic representations of G〉
+ 〈U ⊕ V − U − V | U and V are two representations of G〉

of the free abelian group FRepkG (written additively). Then, FRepkG�I is an abelian
group. Whenever U is a representation of G, we should denote the equivalence class
of U ∈ FRepkG modulo the ideal I by U ; however, since we are going to work in
FRepkG�I throughout this Section 1 (because there is not much of interest to do
in FRepkG itself), we will simply write U for this equivalence class. This means
that whenever U and V are two isomorphic representations of G, we will simply write
U = V , and whenever U and V are two representations of G, we will simply write
U + V = U ⊕ V .

Denote by 1 the equivalence class of the trivial representation of G on k (with
every element of G acting as identity) modulo I. We now define a ring structure
on FRepkG�I by letting 1 be the one of this ring, and defining the product of two
representations of G as their tensor product (over k). This is indeed a ring structure
because we have isomorphisms

U ⊗ (V ⊗W ) ∼= (U ⊗ V )⊗W,
(U ⊕ V )⊗W ∼= (U ⊗W )⊕ (V ⊗W ) ,

U ⊗ (V ⊕W ) ∼= (U ⊗ V )⊕ (U ⊗W ) ,

U ⊗ V ∼= V ⊗ U,
1⊗ U ∼= U ⊗ 1 ∼= U,

0⊗ U ∼= U ⊗ 0 ∼= 0

for any representations U , V and W , and because tensor products preserve isomor-
phisms (this means that if U , V and W are three representations of G such that
V ∼= W (as representations), then U ⊗ V ∼= U ⊗W and V ⊗ U ∼= W ⊗ U).

The ring FRepkG�I is called the representation ring of the group G over the field
k. The elements of FRepkG�I are called virtual representations.

This ring FRepkG�I is helpful in working with representations. However, its ring
structure does not yet reflect everything we can do with representations. In fact, we can
build direct sums of representations (this is addition in FRepkG�I) and we can build
tensor products (this is multiplication in FRepkG�I), but we can also build exterior
powers of representations, and we have no idea yet what operation on FRepkG�I this
entails. So we see that the abstract notion of a ring is not enough to understand all of
representation theory. We need a notion of a ring together with some operations that
“behave like” taking exterior powers. What axioms should these operations satisfy?

Every representation V of a group G satisfies ∧0V ∼= 1 and ∧1V ∼= V . Besides, for
any two representations V and W of G and every k ∈ N, there exists an isomorphism

∧k (V ⊕W ) ∼=
k⊕
i=0

∧iV ⊗ ∧k−iW (1)

(see Exercise 1.1). In the representation ring, this means

∧k (V +W ) =
k∑
i=0

(
∧iV

)
·
(
∧k−iW

)
.
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This already gives us three axioms for the operations that we want to introduce. If we
extend these three axioms to arbitrary elements of FRepkG�I (and not just actual
representations), we can compute ∧k of virtual representations (and it turns out that
it is well-defined), and we obtain the notion of a λ-ring.

We can still wonder whether these axioms are all that we can say about group
representations. The answer is no: In addition to the formula (1), there exist relations
of the form

∧k (V ⊗W ) = Pk
(
∧1V,∧2V, ...,∧kV,∧1W,∧2W, ...,∧kW

)
for every k ∈ N and any two representations V and W of G (2)

and

∧k
(
∧j (V )

)
= Pk,j

(
∧1V,∧2V, ...,∧kjV

)
for every k ∈ N, j ∈ N and any representation V of G, (3)

where Pk ∈ Z [α1, α2, ..., αk, β1, β2, ..., βk] and Pk,j ∈ Z [α1, α2, ..., αkj] are “universal”
polynomials (i. e., polynomials only depending on k resp. on k and j, but not on V ,
W or G). These polynomials are rather hard to write down explicitly, so it will need
some theoretical preparation to define them.4

These relations (1) and (3), generalized to arbitrary virtual representations, abstract
to the notion of a special λ-ring. So FRepkG�I is not just a λ-ring; it is a special
λ-ring. However, it has even more structure than that: It is an augmented λ-ring
with positive structure. “Augmented” means the existence of a ring homomorphism ε :
FRepkG�I → Z (a so-called augmentation) with certain properties; we will list these
properties later, but let us now notice that for our representation ring FRepkG�I, the
obvious natural choice of ε is the homomorphism which maps every representation V
of G to dimV ∈ Z. A “positive structure” is a subset of K closed under addition and
multiplication and containing 1, and satisfying other properties; in our case, the best
choice for a positive structure on FRepkG�I is the subset{

V | V is a representation of G
}
\ 0 ⊆ FRepkG�I.

The reader may wonder how much the ring FRepkG�I actually tells us about
representations of G. For example, if U and V are two representations of G such that
U = V in FRepkG�I, does this mean that U ∼= V ? It turns out that this is true,
thanks to the cancellative property of representation theory5; hence, abstract algebraic

4Note that these polynomials can have negative coefficients, so that the equality (2) does not neces-
sarily mean an isomorphism of the kind

∧k (V ⊗W ) ∼= direct sum of some tensor products of some ∧i V and ∧j W,

but generally means an isomorphism of the kind

∧k (V ⊗W )⊕ direct sum of some tensor products of some ∧i V and ∧j W
∼= (another) direct sum of some tensor products of some ∧i V and ∧j W,

and similarly (3) has to be understood.
5This is the property that whenever U , V and W are three representations of a finite group G such

that U ⊕W ∼= V ⊕W (where we recall once again that “representation” means “finite-dimensional
representation” for us!), then U ∼= V . This can be proven using the Krull-Remak-Schmidt theorem,
or, when the characteristic of the field is 0, using semisimplicity of k [G].
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identities that we can prove to hold in arbitrary special λ-rings yield actual isomorphies
of representations of finite groups. (Of course, they only yield them once we will have
proven that FRepkG�I is a special λ-ring. At the moment, this is not proven in this
text, although it is rather easy to show using character theory.)

1.2. Grothendieck rings of groups

The situation gets more complicated when the field over which we are working is not of
characteristic 0. In this case, it turns out that FRepkG�I is not necessarily a special
λ-ring any more (although still a λ-ring by Exercise 1.1). If we insist on getting a
special λ-ring, we must modify our definition of I to

I = 〈V − U −W | U , V and W are three representations of G such that

there exists an exact sequence 0→ U → V → W → 0〉 .

The resulting ring FRepkG�I is called the Grothendieck ring of representations of G
over our field. A proof that it is a special λ-ring is sketched in [Seiler88, Example on
page 95], but I do not understand it. Anyway this result is not as strong as in charac-
teristic 0 anymore, because the equality U = V in the Grothendieck ring FRepkG�I
does not imply U ∼= V as representations of G when char k 6= 0. So the Grothendieck
ring is, in some sense, a pale shadow of the representation theory of G.

1.3. Vector bundles

Vector bundles over a given compact Hausdorff space are similar to representations of
a given group in several ways: They are somehow “enriched” vector space structures (a
vector bundle is, roughly speaking, a family of vector spaces with additional topological
structure; a representation of a group is a vector space with a group action on it), so one
can form direct sums, tensor products and exterior powers of both of these. Hence, it is
not surprising that we can define a λ-ring structure on a kind of “ring of vector bundles
over a space” similarly to the λ-ring structure on the representation ring of a group.
However, just as in the case of representations of a group over nonzero characteristic,
we must be careful with vector bundles, because this “ring of vector bundles over
a space” actually does not consist of vector bundles, but of equivalence classes, and
sometimes, different vector bundles can lie in one and the same equivalence class (just
as representations of groups are no longer uniquely determined by their equivalence
class in the representation ring when the characteristic of the ground field is not 0).
This “ring of vector bundles” is denoted by K (X), where X is the base space, and
is the first fundamental object of study in K-theory. We will not delve into K-theory
here; we will only provide some of its backbone, namely the abstract algebraic theory
of λ-rings (which appear not only in K-theory, but also in representation theory and
elsewhere).

1.4. Exercises

Exercise 1.1. Let G be a group, and let V and W be two representations
of G. Let k ∈ N. Let ιV : V → V ⊕W and ιW : W → V ⊕W be the
canonical injections.
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For every i ∈ {0, 1, ..., k}, we can define a vector space homomorphism

Φi : ∧iV ⊗ ∧k−iW → ∧k (V ⊕W )

by requiring that it sends

(v1 ∧ v2 ∧ ... ∧ vi)⊗ (w1 ∧ w2 ∧ ... ∧ wk−i) to

ιV (v1) ∧ ιV (v2) ∧ ... ∧ ιV (vi) ∧ ιW (w1) ∧ ιW (w2) ∧ ... ∧ ιW (wk−i)

for all v1, v2, ..., vi ∈ V and w1, w2, ..., wk−i ∈ W .
(a) Prove that this vector space homomorphism Φi is a homomorphism

of representations.
(b) Prove that the vector space homomorphism

k⊕
i=0

∧iV ⊗ ∧k−iW → ∧k (V ⊕W )

composed of the homomorphisms Φi for all i ∈ {0, 1, ..., k} is a canonical
isomorphism of representations.

2. λ-rings

2.1. The definition

The following definition introduces our most important notions: that of a λ-ring, that
of a λ-ring homomorphism, and that of a sub-λ-ring. While these notions are rather
elementary (and much easier to define than the ones in Sections 5 and later), they are
the basis of our theory.

Definition. 1) Let K be a ring. Let λi : K → K be a mapping6 for every
i ∈ N such that

λ0 (x) = 1 and λ1 (x) = x for every x ∈ K. (4)

Assume that

λk (x+ y) =
k∑
i=0

λi (x)λk−i (y) for every k ∈ N, x ∈ K and y ∈ K.

(5)
Then, we call

(
K, (λi)i∈N

)
a λ-ring. We will also call K itself a λ-ring if

there is an obvious (from the context) choice of the sequence of mappings
(λi)i∈N which makes

(
K, (λi)i∈N

)
a λ-ring.

2) Let
(
K, (λi)i∈N

)
and

(
L, (µi)i∈N

)
be two λ-rings. Let f : K → L be

a map. Then, f is called a λ-ring homomorphism (or homomorphism of
λ-rings) if and only if f is a ring homomorphism and satisfies µi ◦f = f ◦λi
for every i ∈ N.

6Here, “mapping” actually means “mapping” and not “group homomorphism” or “ring homomor-
phism”.
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3) Let
(
K, (λi)i∈N

)
be a λ-ring. Let L be a subring of K. Then, L is

said to be a sub-λ-ring of
(
K, (λi)i∈N

)
if and only if λi (L) ⊆ L for every

i ∈ N. Obviously, if L is a sub-λ-ring of
(
K, (λi)i∈N

)
, then

(
L, (λi |L)i∈N

)
is

a λ-ring, and the canonical inclusion L→ K is a λ-ring homomorphism.

2.2. An alternative characterization

We will now give an alternative characterization of λ-rings:

Theorem 2.1. Let K be a ring. Let λi : K → K be a mapping7 for every
i ∈ N such that λ0 (x) = 1 and λ1 (x) = x for every x ∈ K. Consider the
ring K [[T ]] of formal power series in the indeterminate T over the ring K.
Define a map λT : K → K [[T ]] by

λT (x) =
∑
i∈N

λi (x)T i for every x ∈ K.

Note that the power series λT (x) =
∑
i∈N

λi (x)T i has the coefficient λ0 (x) =

1 before T 0; thus, it is invertible in K [[T ]].

(a) Then,

λT (x) · λT (y) = λT (x+ y) for every x ∈ K and every y ∈ K

if and only if
(
K, (λi)i∈N

)
is a λ-ring.

(b) Let
(
K, (λi)i∈N

)
be a λ-ring. Then,

λT (0) = 1;

λT (−x) = (λT (x))−1 for every x ∈ K;

λT (x) · λT (y) = λT (x+ y) for every x ∈ K and every y ∈ K.

(c) Let
(
K, (λi)i∈N

)
and

(
L, (µi)i∈N

)
be two λ-rings. Consider the map

λT : K → K [[T ]] defined above, and a similarly defined map µT : L →
L [[T ]] for the λ-ring L. Let f : K → L be a ring homomorphism. Consider
the rings K [[T ]] and L [[T ]]. Obviously, the homomorphism f induces a
homomorphism f [[T ]] : K [[T ]]→ L [[T ]] (defined by

(f [[T ]])

(∑
i∈N

aiT
i

)
=
∑
i∈N

f (ai)T
i

for every
∑
i∈N

aiT
i ∈ K [[T ]] with ai ∈ K

).

Then, f is a λ-ring homomorphism if and only if µT ◦ f = f [[T ]] ◦ λT .

(d) Let
(
K, (λi)i∈N

)
be a λ-ring. Then, λi (0) = 0 for every positive integer

i.
7Here, “mapping” actually means “mapping” and not “group homomorphism” or “ring homomor-

phism”.
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Proof of Theorem 2.1. (a) Every x ∈ K and every y ∈ K satisfy

λT (x) · λT (y) =

(∑
i∈N

λi (x)T i

)
·

(∑
i∈N

λi (y)T i

)
(

since λT (x) =
∑
i∈N

λi (x)T i and λT (y) =
∑
i∈N

λi (y)T i

)

=
∑
k∈N

k∑
i=0

λi (x)λk−i (y) · T k

(by the definition of the product of two formal power series)

and
λT (x+ y) =

∑
i∈N

λi (x+ y)T i =
∑
k∈N

λk (x+ y)T k.

Hence, the equation λT (x) · λT (y) = λT (x+ y) is equivalent to
∑
k∈N

k∑
i=0

λi (x)λk−i (y) ·

T k =
∑
k∈N

λk (x+ y)T k, which, in turn, means that every k ∈ N satisfies
k∑
i=0

λi (x)λk−i (y) =

λk (x+ y), and this is exactly the property (5) from the definition of a λ-ring. Thus,
we have λT (x) · λT (y) = λT (x+ y) for every x ∈ K and every y ∈ K if and only if(
K, (λi)i∈N

)
is a λ-ring. This proves Theorem 2.1 (a).

(b) Theorem 2.1 (a) tells us that λT (x) · λT (y) = λT (x+ y) for every x ∈ K and
every y ∈ K if and only if

(
K, (λi)i∈N

)
is a λ-ring. Since we know that

(
K, (λi)i∈N

)
is

a λ-ring, we thus conclude that

λT (x) · λT (y) = λT (x+ y) for every x ∈ K and every y ∈ K. (6)

Applied to x = y = 0, this rewrites as λT (0) ·λT (0) = λT (0 + 0) = λT (0), what yields
λT (0) = 1 (since λT (0) is invertible in K [[T ]]).

On the other hand, every x ∈ K satisfies

λT (x) · λT (−x) = λT (0) (by (6), applied to y = −x)

= 1,

hence λT (−x) = (λT (x))−1. Theorem 2.1 (b) is thus proven.
(c) We have (µT ◦ f) (x) = µT (f (x)) =

∑
i∈N

µi (f (x))T i (by the definition of µT )

and (f [[T ]] ◦ λT ) (x) = (f [[T ]]) (λT (x)) = (f [[T ]])

(∑
i∈N

λi (x)T i
)

=
∑
i∈N

f (λi (x))T i

for every x ∈ K. Hence, µT ◦ f = f [[T ]] ◦ λT is equivalent to
∑
i∈N

µi (f (x))T i =∑
i∈N

f (λi (x))T i for every x ∈ K, which in turn is equivalent to µi (f (x)) = f (λi (x))

for every x ∈ K and every i ∈ N, which in turn means that µi ◦ f = f ◦ λi for every
i ∈ N, which in turn means that f is a λ-ring homomorphism. This proves Theorem
2.1 (c).
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(d) Applying the equality λT (x) =
∑
i∈N

λi (x)T i to x = 0, we obtain λT (0) =∑
i∈N

λi (0)T i. But since λT (0) = 1, this rewrites as 1 =
∑
i∈N

λi (0)T i. For every pos-

itive integer i, the coefficient of T i on the left hand side of this equality is 0, while the
coefficient of T i on the right hand side of this equality is λi (0). Since the coefficients
of T i on the two sides of an equality must be equal, this yields 0 = λi (0) for every
positive integer i. This proves Theorem 2.1 (d).

The map λT defined in Theorem 2.1 will follow us through the whole theory of λ-
rings. It is often easier to deal with than the maps λi, since (as Theorem 2.1 (a) and
(b) show) λT is a monoid homomorphism from (K,+) to (K [[T ]] , ·) when

(
K, (λi)i∈N

)
is a λ-ring. Many properties of λ-rings are easier to write in terms of λT than in terms of
the separate λi. We will later become acquainted with the notion of “special λ-rings”,
for which λT is not only a monoid homomorphism but actually a λ-ring homomorphism
(but not to K [[T ]] but to a different λ-ring with a new ring structure).

2.3. λ-ideals

Just as rings have ideals and Lie algebras have Lie ideals, there is a notion of λ-ideals
defined for λ-rings. Here is one way to define them:

Definition. Let
(
K, (λi)i∈N

)
be a λ-ring. Let I be an ideal of the ring K.

Then, I is said to be a λ-ideal of K if and only if every t ∈ I and every
positive integer i satisfy λi (t) ∈ I.

Just as rings can be factored by ideals to obtain new rings, and Lie algebras can be
factored by Lie ideals to obtain new Lie algebras, we can factor λ-rings by λ-ideals and
obtain new λ-rings:

Theorem 2.2. Let
(
K, (λi)i∈N

)
be a λ-ring. Let I be a λ-ideal of the ring

K. For every z ∈ K, let z denote the residue class of z modulo I. (This z
lies in K�I.)

(a) If x ∈ K�I is arbitrary, and y ∈ K and z ∈ K are two elements of K
satisfying y = x and z = x, then λi (y) = λi (z) for every i ∈ N.

(b) For every i ∈ N, define a map λ̃i : K�I → K�I as follows: For

every x ∈ K�I, let λ̃i (x) be defined as λi (w), where w is an element of K
satisfying w = x. (This is well-defined because the value of λi (w) does not
depend on the choice of w 8.)

Then,
(
K�I,

(
λ̃i
)
i∈N

)
is a λ-ring.

(c) The canonical projection K → K�I is a λ-ring homomorphism.

The proof of Theorem 2.2 is given in the solution of Exercise 2.3.
Along with Theorem 2.2 comes the following result:

Theorem 2.3. Let
(
K, (λi)i∈N

)
and

(
L, (µi)i∈N

)
be two λ-rings. Let f :

K → L be a λ-ring homomorphism. Then, Ker f is a λ-ideal.

The proof of Theorem 2.3 is given in the solution of Exercise 2.4.

8In fact, any two choices of w lead to the same value of λi (w) (this follows from Theorem 2.2 (a)).
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2.4. Exercises

Exercise 2.1. Let
(
K, (λi)i∈N

)
and

(
L, (µi)i∈N

)
be two λ-rings. Let f :

K → L be a ring homomorphism. Let E be a generating set of the Z-
module K.

(a) Prove that f is a λ-ring homomorphism if and only if every e ∈ E
satisfies (µT ◦ f) (e) = (f [[T ]] ◦ λT ) (e).

(b) Prove that f is a λ-ring homomorphism if and only if every e ∈ E
satisfies (µi ◦ f) (e) = (f ◦ λi) (e) for every i ∈ N.

Exercise 2.2. Let
(
K, (λi)i∈N

)
be a λ-ring. Let L be a subset of K which

is closed under addition, multiplication and the maps λi. Assume that
0 ∈ L and 1 ∈ L. Then, the subset L−L of K (this subset L−L is defined
by L− L = {`− `′ | ` ∈ L, `′ ∈ L}) is a sub-λ-ring of K.

Exercise 2.3. Prove Theorem 2.2.
Exercise 2.4. Prove Theorem 2.3.

3. Examples of λ-rings

3.1. Binomial λ-rings

Before we go deeper into the theory, it is time for some examples.
Obviously, the trivial ring 0 (the ring satisfying 0 = 1) along with the trivial maps

λi : 0→ 0 is a λ-ring. Let us move on to more surprising examples:

Theorem 3.1. For every i ∈ N, define a map λi : Z→ Z by λi (x) =

(
x

i

)
for every x ∈ Z. 9 Then,

(
Z, (λi)i∈N

)
is a λ-ring.

Proof of Theorem 3.1. Trivially, λ0 (x) = 1 and λ1 (x) = x for every x ∈ Z. The only
challenge, if there is a challenge in this proof, is to verify the identity (5) for K = Z.
In other words, we have to prove that(

x+ y

k

)
=

k∑
i=0

(
x

i

)(
y

k − i

)
(7)

for every k ∈ N, x ∈ Z and y ∈ Z. This is the so-called Vandermonde convolution
identity, and various proofs of it can easily be found in the literature10. Probably
the shortest proof of (7) is the following: If we fix k ∈ N, then (7) is a polynomial
identity in both x and y (indeed, both sides of (7) are polynomials in x and y with
rational coefficients), and thus it is enough to prove it for all natural x and y (because
a polynomial identity holding for all natural variables must hold everywhere). But for

9Note that

(
x

i

)
is defined to be

x · (x− 1) · ... · (x− i+ 1)

i!
for every x ∈ R and i ∈ N.

10For example, it follows immediately from [Grin-detn, Theorem 3.29].
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x and y natural, we have

x+y∑
k=0

k∑
i=0

(
x

i

)(
y

k − i

)
T k =

x∑
i=0

(
x

i

)
T i︸ ︷︷ ︸

=(1+T )x

(by the
binomial formula)

·
y∑
j=0

(
y

j

)
T j︸ ︷︷ ︸

=(1+T )y

(by the
binomial formula)

= (1 + T )x · (1 + T )y = (1 + T )x+y =

x+y∑
k=0

(
x+ y

k

)
T k

(by the binomial formula)

in the polynomial ring Z [T ]. Comparing coefficients before T k in this equality, we
quickly conclude that (7) holds for each k ∈ N. Thus, (7) is proven.11 This proves
Theorem 3.1.

Our next example is a generalization of Theorem 3.1:

Definition. Let K be a ring. We call K a binomial ring if and only if
none of the elements 1, 2, 3, ... is a zero-divisor in K, and n! | x · (x− 1) ·
... · (x− i+ 1) for every x ∈ K and every n ∈ N.

Theorem 3.2. Let K be a binomial ring. For every i ∈ N, define a map

λi : K → K by λi (x) =

(
x

i

)
for every x ∈ K (where, again,

(
x

i

)
is defined

to be
x · (x− 1) · ... · (x− i+ 1)

i!
). Then,

(
K, (λi)i∈N

)
is a λ-ring.

Such λ-rings K are called binomial λ-rings.

Proof of Theorem 3.2. Obviously, λ0 (x) = 1 and λ1 (x) = x for every x ∈ K, so it only
remains to show that (5) is satisfied. This means proving (7) for every k ∈ N, x ∈ K
and y ∈ K. But this is easy now: Fix k ∈ N. Then, (7) is a polynomial identity in
both x and y, and since we know that it holds for every x ∈ Z and every y ∈ Z (as we
have seen in the proof of Theorem 3.1), it follows that it holds for every x ∈ K and
every y ∈ K (since a polynomial identity holding for all integer variables must hold
everywhere). This completes the proof of Theorem 3.2.

Obviously, the λ-ring
(
Z, (λi)i∈N

)
defined in Theorem 3.1 is a binomial λ-ring. For

other examples of binomial λ-rings, see Exercise 3.1. Of course, every Q-algebra is a
binomial ring as well.

11Remark. It is tempting to apply this argument to the general case (where x and y are not required
to be natural), because the binomial formula holds for negative exponents as well (of course, this
requires working in the formal power series ring Z [[T ]] rather than in the polynomial ring Z [T ]),
but I am not sure whether this argument is free of circular reasoning because it is not at all obvious
that (1 + T )

x
(1 + T )

y
= (1 + T )

x+y
in Z [[T ]] for negative x and y, and I even fear that this is

usually proven using (7).
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3.2. Adjoining a polynomial variable to a λ-ring

Binomial λ-rings are not the main examples of λ-rings. We will see an important
example of λ-rings in Theorem 5.1 and Exercise 6.1. Another simple way to construct
new examples from known ones is the following one:

Definition. Let K be a ring. Let L be a K-algebra. Consider the ring
K [[T ]] of formal power series in the indeterminate T over the ring K,
and the ring L [[T ]] of formal power series in the indeterminate T over
the ring L. For every µ ∈ L, we can define a K-algebra homomorphism

evµT : K [[T ]] → L [[T ]] by setting evµT

(∑
i∈N

aiT
i

)
=
∑
i∈N

aiµ
iT i for every

power series
∑
i∈N

aiT
i ∈ K [[T ]] (which satisfies ai ∈ K for every i ∈ N). (In

other words, evµT is the map that takes any power series in T and replaces
every T in this power series by µT .)

Theorem 3.3. Let
(
K, (λi)i∈N

)
be a λ-ring. Consider the polynomial ring

K [S]. For every i ∈ N, define a map λ
i

: K [S] → K [S] as follows: For

every
∑
j∈N

ajS
j ∈ K [S] (with aj ∈ K for every j ∈ N), let λ

i

(∑
j∈N

ajS
j

)
be the coefficient of the power series

∏
j∈N

λSjT (aj) ∈ (K [S]) [[T ]] before T i,

where the power series λSjT (aj) ∈ (K [S]) [[T ]] is defined as evSjT (λT (aj)).

(a) Then,
(
K [S] ,

(
λ
i
)
i∈N

)
is a λ-ring. The ring K is a sub-λ-ring of(

K [S] ,
(
λ
i
)
i∈N

)
.

(b) For every a ∈ K and α ∈ N, we have λ
i
(aSα) = λi (a)Sαi for every

i ∈ N.

Proof of Theorem 3.3. For every x ∈ K, we have

λSjT (x) =
∑
i∈N

λi (x)
(
SjT

)i (
since λT (x) =

∑
i∈N

λi (x)T i

)
= λ0 (x)︸ ︷︷ ︸

=1
(by (4))

(
SjT

)0︸ ︷︷ ︸
=1

+λ1 (x)︸ ︷︷ ︸
=x

(by (4))

(
SjT

)1︸ ︷︷ ︸
=SjT

+
∑
i≥2

λi (x)
(
SjT

)i︸ ︷︷ ︸
=SjiT i

= 1 + xSjT +
∑
i≥2

λi (x)SjiT i︸ ︷︷ ︸
=(sum of terms divisible by T 2)

(since T 2|T i for every i≥2)

= 1 + xSjT +
(
sum of terms divisible by T 2

)
. (8)

(a) Define a map λT : K [S]→ (K [S]) [[T ]] by

λT (u) =
∑
i∈N

λ
i
(u)T i for every u ∈ K [S] . (9)
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Then, according to the definition of the maps λ
i
, we have

λT

(∑
j∈N

ajS
j

)
=
∏
j∈N

λSjT (aj) ∈ (K [S]) [[T ]] (10)

for every
∑
j∈N

ajS
j ∈ K [S] (with aj ∈ K for every j ∈ N). Hence, for every u ∈ K [S],

we have ∑
i∈N

λ
i
(u)T i = 1 + uT +

(
sum of terms divisible by T 2

)
(11)

in (K [S]) [[T ]] 12. Hence, for every u ∈ K [S], we have λ
0

(u) = 1 (this is obtained by

comparing coefficients before T 0 in the equality (11)) and λ
1

(u) = u (this is obtained
by comparing coefficients before T 1 in the equality (11)). Renaming u as x in this

sentence, we obtain the following: For every x ∈ K [S], we have λ
0

(x) = 1 and

λ
1

(x) = x.

Thus, we can apply Theorem 2.1 (a) to K [S],
(
λ
i
)
i∈N

and λT instead of K, λi and

λT . As a result, we see that

λT (x) · λT (y) = λT (x+ y) for every x ∈ K [S] and every y ∈ K [S] (12)

if and only if
(
K [S] ,

(
λ
i
)
i∈N

)
is a λ-ring. Therefore, proving that

(
K [S] ,

(
λ
i
)
i∈N

)
is a λ-ring boils down to verifying (12). Let us therefore verify (12):

Proof of (12): Let x ∈ K [S] and y ∈ K [S]. Write x in the form x =
∑
j∈N

ajS
j

for some family (aj)j∈N ∈ KN. Write y in the form y =
∑
j∈N

bjS
j for some family

(bj)j∈N ∈ K
N. Adding the equalities x =

∑
j∈N

ajS
j and y =

∑
j∈N

bjS
j, we obtain x+ y =∑

j∈N
ajS

j+
∑
j∈N

bjS
j =

∑
j∈N

(aj + bj)S
j. Applying the map λT to both sides of this equality,

12Proof of (11): Let u ∈ K [S]. Write u in the form u =
∑
j∈N

ajS
j , where aj ∈ K for every j ∈ N.

Then, (9) yields

∑
i∈N

λ
i
(u)T i = λT

 u︸︷︷︸
=
∑
j∈N

ajSj

 = λT

∑
j∈N

ajS
j

 =
∏
j∈N

λSjT (aj)︸ ︷︷ ︸
=1+ajS

jT+(sum of terms divisible by T 2)
(by (8), applied to x=aj)

=
∏
j∈N

(
1 + ajS

jT +
(
sum of terms divisible by T 2

))

= 1 +

∑
j∈N

ajS
j


︸ ︷︷ ︸

=u

T +
(
sum of terms divisible by T 2

)

= 1 + uT +
(
sum of terms divisible by T 2

)
.

This proves (11).
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we find

λT (x+ y) = λT

(∑
j∈N

(aj + bj)S
j

)
=
∏
j∈N

λSjT (aj + bj)︸ ︷︷ ︸
=λ

SjT
(aj)·λSjT (bj)

(since λT (aj+bj)=λT (aj)·λT (bj)
by Theorem 2.1 (a))

(by (10), applied to aj + bj instead of aj)

=
∏
j∈N

λSjT (aj)︸ ︷︷ ︸
=λT

(∑
j∈N

ajS
j

)
(by (10))

·
∏
j∈N

λSjT (bj)︸ ︷︷ ︸
=λT

(∑
j∈N

bjS
j

)
(by (10), applied

to bj instead of aj)

= λT


∑
j∈N

ajS
j

︸ ︷︷ ︸
=x

 · λT

∑
j∈N

bjS
j

︸ ︷︷ ︸
=y

 = λT (x) · λT (y) .

Thus, (12) is proven.

As we said, (12) shows that
(
K [S] ,

(
λ
i
)
i∈N

)
is a λ-ring. The rest of Theorem 3.3

(a) is yet easier to verify.
(b) We have λT (aSα) = λSαT (a) as a particular case of (10). The equation

λ
i
(aSα) = λi (a)Sαi for every i ∈ N follows by comparing coefficients before T i in

the equality λT (aSα) = λSαT (a). Thus, Theorem 3.3 (b) is proven.

The exercises below give some more examples.

3.3. Exercises

Exercise 3.1. Let p ∈ N be a prime. Prove that the localization {1, p, p2, ...}−1 Z
of the ring Z at the multiplicative subset {1, p, p2, ...} is a binomial ring.

Exercise 3.2. Let K be a ring where none of the elements 1, 2, 3, ... is a
zero-divisor. Let E be a subset of K that generates K as a ring. Assume
that n! | x · (x− 1) · ... · (x− n+ 1) for every x ∈ E and every n ∈ N. Prove
that K is a binomial ring.

Exercise 3.3. (a) Let K be a binomial ring. Let p ∈ K [[T ]] be a formal
power series with coefficient 1 before T 0 (we will later denote the set of such
power series by 1 +K [[T ]]+). For every i ∈ N, define a map λi : K → K as
follows: For every x ∈ K, let λi (x) be the coefficient of the formal power

series (1 + pT )x (which is defined as
∑
k∈N

(
x

k

)
(pT )k 13) before T i. Prove

that
(
K, (λi)i∈N

)
is a λ-ring.

13If K is a Q-algebra, then this power series also equals exp (x log (1 + pT )), where log (1 + T ) is the

power series log (1 + T ) =
∑

i∈N\{0}

(−1)
i−1

i
T i.
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(b) If p = 1, prove that this λ-ring is the one defined in Theorem 3.2.
Exercise 3.4. Let M be a commutative monoid, written multiplicatively

(this means, in particular, that we denote the neutral element of M as 1).
Define a Z-algebra Z [M ] as follows:

As a Z-module, let Z [M ] be the free Z-module with the basis M . Let
the multiplication on Z [M ] be the Z-linear extension of the multiplication
on the monoid M .

For every i ∈ N, define a map λi : Z [M ] → Z [M ] as follows: For every∑
m∈M

αmm ∈ Z [M ] (with αm ∈ Z for every m ∈M), let λi
( ∑
m∈M

αmm

)
be

the coefficient of the power series
∏
m∈M

(1 +mT )αm ∈ (Z [M ]) [[T ]] before

T i.
Prove that

(
Z [M ] , (λi)i∈N

)
is a λ-ring.

Exercise 3.5. (a) Let M be a commutative monoid, written multiplica-
tively (this means, in particular, that we denote the neutral element of M
as 1). Let

(
K, (λi)i∈N

)
be a λ-ring.

Define a K-algebra K [M ] as follows:
As a K-module, let K [M ] be the free K-module with the basis M . Let

the multiplication on K [M ] be the K-linear extension of the multiplication
on the monoid M .

For every i ∈ N, define a map λ
i

: K [M ]→ K [M ] as follows: For every∑
m∈M

αmm ∈ K [M ] (with αm ∈ K for every m ∈ M), let λ
i
( ∑
m∈M

αmm

)
be the coefficient of the power series

∏
m∈M

λmT (αm) ∈ (K [M ]) [[T ]] be-

fore T i, where the power series λmT (αm) ∈ (K [M ]) [[T ]] is defined as
evmT (λT (αm)).

Prove that
(
K [M ] ,

(
λ
i
)
i∈N

)
is a λ-ring. The ring K is a sub-λ-ring

of
(
K [M ] ,

(
λ
i
)
i∈N

)
. For every a ∈ K and m ∈ M , we have λ

i
(am) =

λi (a)mi for every i ∈ N.
(b) Show that Exercise 3.4 is a particular case of (a) for K = Z, and

that Theorem 3.3 is a particular case of (a) for M ∼= N (where N denotes
the additive monoid N).

4. Intermezzo: Symmetric polynomials

Our next plan is to introduce a rather general example of λ-rings that we will use as
a prototype to the notion of special λ-rings. Before we do this, we need some rather
clumsy theory of symmetric polynomials. In case you can take the proofs for granted,
you don’t need to read much of this paragraph - you only need to know Theorems 4.3
and 4.4 and the preceding definitions (only the goals of the definitions; not the actual
constructions of the polynomials Pk and Pk,j).

18



4.1. Symmetric polynomials are generated by the elementary
symmetric ones

Theorem 4.1 (characterization of symmetric polynomials). Let K
be a ring. Let m ∈ N. Consider the ring K [U1, U2, ..., Um] (the polynomial
ring in m indeterminates U1, U2, ..., Um over the ring K). For every i ∈
N, let Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk be the so-called i-th elementary symmetric

polynomial in the variables U1, U2, ..., Um. (In particular, X0 = 1 and
Xi = 0 for every i > m.)

A polynomial P ∈ K [U1, U2, ..., Um] is called symmetric if it satisfies P (U1, U2, ..., Um) =
P
(
Uπ(1), Uπ(2), ..., Uπ(m)

)
for every permutation π of the set {1, 2, ...,m}.

(a) Let P ∈ K [U1, U2, ..., Um] be a symmetric polynomial. Then, there ex-
ists one and only one polynomialQ ∈ K [α1, α2, ..., αm]︸ ︷︷ ︸

polynomial ring

such that P (U1, U2, ..., Um) =

Q (X1, X2, ..., Xm). 14

(b) Let ` ∈ N. Assume, moreover, that P ∈ K [U1, U2, ..., Um] is a symmet-
ric polynomial of total degree ≤ ` in the variables U1, U2, ..., Um. Consider
the unique polynomial Q ∈ K [α1, α2, ..., αm] from Theorem 4.1 (a). Then,
the variables αi for i > ` do not appear in the polynomial Q.

There is a canonical homomorphism K [α1, α2, ..., αm] → K [α1, α2, ..., α`]

(which maps every αi to

{
αi, if i ≤ `;
0, if i > `

) 15. If we denote by Q` the image

ofQ ∈ K [α1, α2, ..., αm] under this homomorphism, then, P (U1, U2, ..., Um) =
Q (X1, X2, ..., Xm) = Q` (X1, X2, ..., X`).

We are not going to prove Theorem 4.1 here, since it is a fairly well-known fact16.
But we are going to extend it to two sets of indeterminates:

14In other words, the K-subalgebra

{P ∈ K [U1, U2, ..., Um] | P is symmetric}

of the polynomial ring K [U1, U2, ..., Um] is generated by the elements X1, X2, ..., Xm. Moreover,
these elements X1, X2, ..., Xm are algebraically independent; in other words, the K-algebra
homomorphism

K [α1, α2, ..., αm]︸ ︷︷ ︸
polynomial ring

→ {P ∈ K [U1, U2, ..., Um] | P is symmetric}

which maps every αi to Xi is injective. Hence, this homomorphism is an isomorphism.
15This homomorphism is a surjection if ` ≤ m and an injection if ` ≥ m.
16Proofs of Theorem 4.1 (a) can be found in [BluCos16, proof of Theorem 1], in [Dumas08, Theorem

1.2.1], in [MiRiRu88, Chapter II, Theorem 8.1], in [Neusel07, Remark 4.16], in [Smith95, §1.1] or
in [CoLiOS15, Chapter 7, §1, proof of Theorem 3]. (Some of these sources only state the result in
the case when K is a field, or when K = C; but the same proof applies more generally for any ring
K.) Various other sources give proofs of Theorem 4.1 (a) under the condition that K is a field (or
that K = C), but they can easily be modified so that they become complete proofs of Theorem
4.1 (a) for any commutative ring K. (For instance, in order to make a complete proof of Thorem
4.1 (a) out of [DraGij09, proof of Theorem 2.1.1], it suffices to replace every occurence of C by K,
and to add the extra condition “the leading monomial of f has coefficient 1 in f” to [DraGij09,
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Let us state one piece of Theorem 4.1 (a) separately, to facilitate its later use:

Corollary 4.1a. Let K be a ring. Let m ∈ N. Consider the ring
K [U1, U2, ..., Um] (the polynomial ring in m indeterminates U1, U2, ..., Um
over the ring K). For every i ∈ N, let Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk be the so-

Exercise 2.1.2].) Also, various textbooks make claims which are easily seen to be equivalent to
Theorem 4.1 (a) (for example, [Newman12, Theorems 3.4 and 3.5]). Note that I am not saying
that all these proofs are distinct; in fact, many of them are essentially identical (although written
up in slightly different fashions and with varying levels of detail and constructiveness). Beware of
texts that use Galois theory to prove Theorem 4.1 (a) in the case when K is a field; such proofs
usually don’t generalize to the case when K is an arbitrary commutative ring (although they, too,
can be salvaged with a bit of work: it is not too hard to derive the general case from the case when
K is a field).

Various sources prove a result that is easily seen to be equivalent to Theorem 4.1 (a). Namely,
they prove the following result:

Theorem 4.1’. Let K, m, (U1, U2, . . . , Um) and Xi be as in Theorem 4.1. Let S be
the K-module consisting of all symmetric polynomials P ∈ K [U1, U2, ..., Um]. Then,
the family

(
Xi1

1 X
i2
2 · · ·Xim

m

)
(i1,i2,...,im)∈Nm is a basis of the K-module S.

For example, Theorem 4.1’ is [LLPT95, (5.10) in Chapter SYM].
Let us briefly explain how Theorem 4.1 (a) follows from Theorem 4.1’:
[Proof of Theorem 4.1 (a) using Theorem 4.1’: A family (kg)g∈G ∈ K

G of elements of K (where

G is an arbitrary set) is said to be finitely supported if all but finitely many g ∈ G satisfy kg = 0.
Notice that the finitely supported families

(
k(i1,i2,...,im)

)
(i1,i2,...,im)∈Nm ∈ KNm of elements

of K are in bijection with the polynomials in the polynomial ring K [α1, α2, ..., αm]. Indeed,
the bijection maps each finitely supported family

(
k(i1,i2,...,im)

)
(i1,i2,...,im)∈Nm to the polynomial∑

(i1,i2,...,im)∈Nm
k(i1,i2,...,im)α

i1
1 α

i2
2 · · ·αimm .

We know that P is a symmetric polynomial in K [U1, U2, ..., Um]. In other words, P ∈ S (by the
definition of S).

But Theorem 4.1’ shows that the family
(
Xi1

1 X
i2
2 · · ·Xim

m

)
(i1,i2,...,im)∈Nm is a basis of the K-

module S. Hence, P can be uniquely written as a K-linear combination of the elements of
the family

(
Xi1

1 X
i2
2 · · ·Xim

m

)
(i1,i2,...,im)∈Nm (since P ∈ S). In other words, there is a unique

finitely supported family
(
k(i1,i2,...,im)

)
(i1,i2,...,im)∈Nm ∈ KNm of elements of K satisfying P =∑

(i1,i2,...,im)∈Nm
k(i1,i2,...,im)X

i1
1 X

i2
2 · · ·Xim

m .

In other words, there is a unique polynomial
∑

(i1,i2,...,im)∈Nm
k(i1,i2,...,im)α

i1
1 α

i2
2 · · ·αimm ∈

K [α1, α2, ..., αm] satisfying P =
∑

(i1,i2,...,im)∈Nm
k(i1,i2,...,im)X

i1
1 X

i2
2 · · ·Xim

m (because the finitely

supported families
(
k(i1,i2,...,im)

)
(i1,i2,...,im)∈Nm ∈ K

Nm of elements of K are in bijection with the

polynomials in K [α1, α2, ..., αm]).
Renaming the polynomial

∑
(i1,i2,...,im)∈Nm

k(i1,i2,...,im)α
i1
1 α

i2
2 · · ·αimm as Q in this statement, we

obtain the following: There is a unique polynomial Q ∈ K [α1, α2, ..., αm] satisfying P =
Q (X1, X2, ..., Xm). In other words, there is a unique polynomial Q ∈ K [α1, α2, ..., αm] satis-
fying P (U1, U2, ..., Um) = Q (X1, X2, ..., Xm) (since P (U1, U2, ..., Um) = P ). This proves Theorem
4.1 (a).]

The first claim of Theorem 4.1 (b) (namely, that the variables αi for i > ` do not appear in
the polynomial Q) can easily be obtained from the proof of Theorem 4.1 (a): In fact, each of the
above-mentioned proofs of Theorem 4.1 (a) provides an actual algorithm to find the polynomial
Q, and this algorithm does not ever increase the total degree of P in the process. Thus, the first
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called i-th elementary symmetric polynomial in the variables U1, U2, ...,
Um. (In particular, X0 = 1 and Xi = 0 for every i > m.)

Then, the elements X1, X2, ..., Xm of K [U1, U2, ..., Um] are algebraically
independent (over K).

4.2. UV-symmetric polynomials are generated by the elementary
symmetric ones

Theorem 4.2 (characterization of UV-symmetric polynomials).
LetK be a ring. Letm ∈ N and n ∈ N. Consider the ringK [U1, U2, ..., Um, V1, V2, ..., Vn]
(the polynomial ring in m + n indeterminates U1, U2, ..., Um, V1, V2, ...,
Vn over the ring K). For every i ∈ N, let Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk be the

i-th elementary symmetric polynomial in the variables U1, U2, ..., Um. For
every j ∈ N, let Yj =

∑
S⊆{1,2,...,n};
|S|=j

∏
k∈S

Vk be the j-th elementary symmetric

polynomial in the variables V1, V2, ..., Vn.

A polynomial P ∈ K [U1, U2, ..., Um, V1, V2, ..., Vn] is called UV-symmetric if
it satisfies

P (U1, U2, ..., Um, V1, V2, ..., Vn) = P
(
Uπ(1), Uπ(2), ..., Uπ(m), Vσ(1), Vσ(2), ..., Vσ(n)

)
for every permutation π of the set {1, 2, ...,m} and every permutation σ of
the set {1, 2, ..., n}.
(a) Let P ∈ K [U1, U2, ..., Um, V1, V2, ..., Vn] be a UV-symmetric polynomial.
Then, there exists one and only one polynomialQ ∈ K [α1, α2, ..., αm, β1, β2, ..., βn]
such that P (U1, U2, ..., Um, V1, V2, ..., Vn) = Q (X1, X2, ..., Xm, Y1, Y2, ..., Yn).
17

claim of Theorem 4.1 (b) follows. The second claim of Theorem 4.1 (b) follows from the first
(indeed, we have Q (X1, X2, ..., Xm) = Q` (X1, X2, ..., X`), because the variables αi for i > ` do
not appear in the polynomial Q).

[Remark: Theorem 4.1 (b) can be strengthened: Namely, we can replace the assumption that P
has total degree ≤ ` by the (weaker) assumption that P is a K-linear combination of monomials of
the form Ua1

1 Ua2
2 · · ·Uamm where each ai is ≤ `. This stronger version, again, can be easily derived

from the classical proofs of Theorem 4.1 (a).]
17In other words, the K-subalgebra

{P ∈ K [U1, U2, ..., Um, V1, V2, ..., Vn] | P is UV-symmetric}

of the polynomial ring K [U1, U2, ..., Um, V1, V2, ..., Vn] is generated by the elements X1, X2, ...,
Xm, Y1, Y2, ..., Yn. Moreover, these elements X1, X2, ..., Xm, Y1, Y2, ..., Yn are algebraically
independent; in other words, the K-algebra homomorphism

K [α1, α2, ..., αm, β1, β2, ..., βn]︸ ︷︷ ︸
polynomial ring

→ {P ∈ K [U1, U2, ..., Um, V1, V2, ..., Vn] | P is UV-symmetric}

which maps every αi to Xi and every βj to Yj is injective. Hence, this homomorphism is an
isomorphism.
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(b) Let ` ∈ N and k ∈ N. Assume, moreover, that P ∈ K [U1, U2, ..., Um, V1, V2, ..., Vn]
is a UV-symmetric polynomial of total degree ≤ ` in the variables U1, U2,
..., Um and of total degree ≤ k in the variables V1, V2, ..., Vn. Consider
the unique polynomial Q ∈ K [α1, α2, ..., αm, β1, β2, ..., βn] from Theorem
4.2 (a). Then, neither the variables αi for i > ` nor the variables βj for
j > k ever appear in the polynomial Q.

There is a canonical homomorphism

K [α1, α2, ..., αm, β1, β2, ..., βn]→ K [α1, α2, ..., α`, β1, β2, ..., βk]

(which maps every αi to

{
αi, if i ≤ `;
0, if i > `

and every βj to

{
βj, if j ≤ k;
0, if j > k

).

If we denote by Q`,k the image of Q ∈ K [α1, α2, ..., αm, β1, β2, ..., βn] under
this homomorphism, then

P (U1, U2, ..., Um, V1, V2, ..., Vn) = Q`,k (X1, X2, ..., X`, Y1, Y2, ..., Yk) .

Proof of Theorem 4.2. (a) Consider P as a polynomial in the indeterminates V1, V2,
..., Vn over the ring K [U1, U2, ..., Um]. Then, P is a symmetric polynomial in these
indeterminates V1, V2, ..., Vn (since P is UV-symmetric), so Theorem 4.1 (a) (ap-

plied to n, K [U1, U2, ..., Um], (V1, V2, . . . , Vn), Yi, (β1, β2, . . . , βn) and Q̂ instead of m,
K, (U1, U2, ..., Um), Xi, (α1, α2, . . . , αm) and Q) yields the existence of one and only one

polynomial Q̂ ∈ (K [U1, U2, ..., Um]) [β1, β2, ..., βn]︸ ︷︷ ︸
polynomial ring

such that P (U1, U2, ..., Um, V1, V2, ..., Vn) =

Q̂ (Y1, Y2, ..., Yn). Consider this Q̂.
For every n-tuple (λ1, λ2, ..., λn) ∈ Nn, let Q(λ1,λ2,...,λn) ∈ K [U1, U2, ..., Um] be the

coefficient of this polynomial Q̂ before βλ1
1 βλ2

2 ...βλnn . Thus,

Q̂ =
∑

(λ1,λ2,...,λn)∈Nn
Q(λ1,λ2,...,λn)β

λ1
1 βλ2

2 ...βλnn . (13)

Now,

P (U1, U2, ..., Um, V1, V2, ..., Vn)

= Q̂ (Y1, Y2, ..., Yn) =
∑

(λ1,λ2,...,λn)∈Nn
Q(λ1,λ2,...,λn)Y

λ1
1 Y λ2

2 ...Y λn
n (14)

(this follows by evaluating both sides of (13) at (β1, β2, . . . , βn) = (Y1, Y2, . . . , Yn)).
Now, for every n-tuple (λ1, λ2, ..., λn) ∈ Nn, the polynomial Q(λ1,λ2,...,λn) is a sym-

metric polynomial in the variables U1, U2, ..., Um
18. Hence, by Theorem 4.1

18Proof. Let σ ∈ Sm. If we substitute Uσ(1), Uσ(2), . . . , Uσ(m), V1, V2, . . . , Vn for
U1, U2, . . . , Um, V1, V2, . . . , Vn on both sides of the equality (14), then we obtain

P
(
Uσ(1), Uσ(2), ..., Uσ(m), V1, V2, ..., Vn

)
=

∑
(λ1,λ2,...,λn)∈Nn

Q(λ1,λ2,...,λn)

(
Uσ(1), Uσ(2), ..., Uσ(m)

)
Y λ1

1 Y λ2
2 ...Y λnn

(indeed, the polynomials Y1, Y2, . . . , Yn stay the same under this substitution, since they are built

22



(a) (applied to Q(λ1,λ2,...,λn) instead of P ), there exists one and only one polynomial
R(λ1,λ2,...,λn) ∈ K [α1, α2, ..., αm]︸ ︷︷ ︸

polynomial ring

such that

Q(λ1,λ2,...,λn) = R(λ1,λ2,...,λn) (X1, X2, ..., Xm) .

Consider this R(λ1,λ2,...,λn). Now, (14) becomes

P (U1, U2, ..., Um, V1, V2, ..., Vn)

=
∑

(λ1,λ2,...,λn)∈Nn
Q(λ1,λ2,...,λn)︸ ︷︷ ︸

=R(λ1,λ2,...,λn)(X1,X2,...,Xm)

Y λ1
1 Y λ2

2 ...Y λn
n

=
∑

(λ1,λ2,...,λn)∈Nn
R(λ1,λ2,...,λn) (X1, X2, ..., Xm)Y λ1

1 Y λ2
2 ...Y λn

n .

Thus, the polynomial Q ∈ K [α1, α2, ..., αm, β1, β2, ..., βn] defined by

Q =
∑

(λ1,λ2,...,λn)∈Nn
R(λ1,λ2,...,λn) (α1, α2, ..., αm) βλ1

1 βλ2
2 ...βλnn (17)

satisfies P (U1, U2, ..., Um, V1, V2, ..., Vn) = Q (X1, X2, ..., Xm, Y1, Y2, ..., Yn). It only re-
mains to prove that this is the only such polynomial. This amounts to showing that X1,

of the variables V1, V2, . . . , Vn). Hence,∑
(λ1,λ2,...,λn)∈Nn

Q(λ1,λ2,...,λn)

(
Uσ(1), Uσ(2), ..., Uσ(m)

)
Y λ1

1 Y λ2
2 ...Y λnn

= P
(
Uσ(1), Uσ(2), ..., Uσ(m), V1, V2, ..., Vn

)
= P (U1, U2, ..., Um, V1, V2, ..., Vn) (since P is UV-symmetric)

=
∑

(λ1,λ2,...,λn)∈Nn
Q(λ1,λ2,...,λn)Y

λ1
1 Y λ2

2 ...Y λnn (by (14)) .

Subtracting the right hand side of this equation from the left, we obtain∑
(λ1,λ2,...,λn)∈Nn

(
Q(λ1,λ2,...,λn)

(
Uσ(1), Uσ(2), ..., Uσ(m)

)
−Q(λ1,λ2,...,λn)

)
Y λ1

1 Y λ2
2 ...Y λnn

= 0. (15)

But Y1, Y2, ..., Yn are algebraically independent over K [U1, U2, ..., Um] (as we can see by applying
Corollary 4.1a to n, K [U1, U2, ..., Um], (V1, V2, . . . , Vn) and Yi instead of m, K, (U1, U2, ..., Um)
and Xi). Hence, (15) entails that

Q(λ1,λ2,...,λn)

(
Uσ(1), Uσ(2), ..., Uσ(m)

)
−Q(λ1,λ2,...,λn) = 0

for every (λ1, λ2, ..., λn) ∈ Nn. In other words,

Q(λ1,λ2,...,λn)

(
Uσ(1), Uσ(2), ..., Uσ(m)

)
= Q(λ1,λ2,...,λn) (16)

for every (λ1, λ2, ..., λn) ∈ Nn.
Now, forget that we fixed σ. We thus have shown that (16) holds for every σ ∈ Sm and every

(λ1, λ2, ..., λn) ∈ Nn.
Now, fix (λ1, λ2, ..., λn) ∈ Nn. As we know, (16) holds for every σ ∈ Sm. Hence,

Q(λ1,λ2,...,λn) (U1, U2, . . . , Um) = Q(λ1,λ2,...,λn) = Q(λ1,λ2,...,λn)

(
Uσ(1), Uσ(2), ..., Uσ(m)

)
(by (16)) holds for every σ ∈ Sm. In other words, the polynomial Q(λ1,λ2,...,λn) is symmetric. Qed.

23



X2, ..., Xm, Y1, Y2, ..., Yn are algebraically independent over K. But this is clear (from
Exercise 4.3, applied to S = K [U1, U2, ..., Um, V1, V2, ..., Vn], T = K [U1, U2, ..., Um],
pi = Xi and qj = Yj), since X1, X2, ..., Xm are algebraically independent over
K (by Corollary 4.1a) and since Y1, Y2, ..., Yn are algebraically independent over
K [U1, U2, ..., Um] (by Corollary 4.1a, applied to n, K [U1, U2, ..., Um], (V1, V2, . . . , Vn)
and Yi instead of m, K, (U1, U2, ..., Um) and Xi).

(b) Consider the polynomials Q̂, Q(λ1,λ2,...,λn), R(λ1,λ2,...,λn) and Q defined in our proof
of Theorem 4.2 (a).

The first claim of Theorem 4.1 (b) (applied to n, K [U1, U2, ..., Um], (V1, V2, . . . , Vn),

Yi, (β1, β2, . . . , βn), Q̂ and k instead of m, K, (U1, U2, ..., Um), Xi, (α1, α2, . . . , αm), Q

and `) yields that the variables βj for j > k do not appear in the polynomial Q̂. Hence,

the coefficient of the polynomial Q̂ before any monomial βλ1
1 βλ2

2 ...βλnn is 0 unless this
monomial satisfies λk+1 = λk+2 = · · · = λn = 0. Since this coefficient has been denoted
by Q(λ1,λ2,...,λn), we can rewrite this as follows: We have

Q(λ1,λ2,...,λn) = 0 (18)

for every n-tuple (λ1, λ2, ..., λn) ∈ Nn that fails to satisfy λk+1 = λk+2 = · · · = λn = 0.
From this, we obtain

R(λ1,λ2,...,λn) = 0 (19)

for every n-tuple (λ1, λ2, ..., λn) ∈ Nn that fails to satisfy λk+1 = λk+2 = · · · = λn = 0
19.

Consider the polynomial ring K [α1, α2, α3, . . . , β1, β2, β3, . . .] in the infinitely many
variables αi (for i ∈ {1, 2, 3, . . .}) and βj (for j ∈ {1, 2, 3, . . .}). For any u ∈ N
and v ∈ N, we shall consider the polynomial ring K [α1, α2, . . . , αu, β1, β2, . . . , βv] as a
subring of K [α1, α2, α3, . . . , β1, β2, β3, . . .] (by abuse of notation).

19Proof. Fix some (λ1, λ2, ..., λn) ∈ Nn that fails to satisfy λk+1 = λk+2 = · · · = λn = 0. We must
show that R(λ1,λ2,...,λn) = 0.

Recall that Q(λ1,λ2,...,λn) = R(λ1,λ2,...,λn) (X1, X2, ..., Xm). Hence,
R(λ1,λ2,...,λn) (X1, X2, ..., Xm) = Q(λ1,λ2,...,λn) = 0 (by (18)). Since X1, X2, . . . , Xm are al-
gebraically independent over K (by Corollary 4.1a), this entails that R(λ1,λ2,...,λn) = 0. This
proves (19).
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Now, recall how Q has been defined in (17). Thus,20

Q =
∑

(λ1,λ2,...,λn)∈Nn
R(λ1,λ2,...,λn) (α1, α2, ..., αm) βλ1

1 βλ2
2 ...βλnn

=
∑

(λ1,λ2,...,λn)∈Nn;
λk+1=λk+2=···=λn=0

R(λ1,λ2,...,λn) (α1, α2, ..., αm) βλ1
1 βλ2

2 ...βλnn︸ ︷︷ ︸
=β

λ1
1 β

λ2
2 ...β

λk
k

(since λk+1=λk+2=···=λn=0)

+
∑

(λ1,λ2,...,λn)∈Nn;
not λk+1=λk+2=···=λn=0

R(λ1,λ2,...,λn) (α1, α2, ..., αm)︸ ︷︷ ︸
=0

(by (19))

βλ1
1 βλ2

2 ...βλnn

=
∑

(λ1,λ2,...,λn)∈Nn;
λk+1=λk+2=···=λn=0

R(λ1,λ2,...,λn) (α1, α2, ..., αm) βλ1
1 βλ2

2 ...βλkk

︸ ︷︷ ︸
∈K[α1,α2,...,αm,β1,β2,...,βk]

+
∑

(λ1,λ2,...,λn)∈Nn;
not λk+1=λk+2=···=λn=0

0βλ1
1 βλ2

2 ...βλnn

︸ ︷︷ ︸
=0

∈ K [α1, α2, ..., αm, β1, β2, ..., βk] .

Hence, the variables βj for j > k do not appear in the polynomial Q. A similar
argument (but in which the roles of m, of Ui, of Xi, of αi and of ` are switched with
the roles of n, of Vi, of Yi, of βi and of k) shows that the variables αi for i > ` do not
appear in the polynomial Q. Thus, we know that neither the variables αi for i > ` nor
the variables βj for j > k ever appear in the polynomial Q. Therefore, the variables
which do appear in the polynomial Q remain unchanged under the homomorphism
which sends Q to Q`,k. Therefore, Q`,k = Q. Therefore,

Q`,k (X1, X2, ..., X`, Y1, Y2, ..., Yk) = Q (X1, X2, ..., Xm, Y1, Y2, ..., Yn) .

Hence,

P (U1, U2, ..., Um, V1, V2, ..., Vn) = Q (X1, X2, ..., Xm, Y1, Y2, ..., Yn)

= Q`,k (X1, X2, ..., X`, Y1, Y2, ..., Yk) .

This completes the proof of Theorem 4.2 (b).

Note that in the following, we are going to use Theorems 4.1 and 4.2 for K = Z only,
until Section 10 where we actually get to use them for general K.

4.3. Grothendieck’s polynomials Pk

Theorem 4.2 allows us to make the following definition:

20In the following computation, we are WLOG assuming that k ≤ n. Indeed, this assumption is
legitimate, because in the case when k > n, the result of the computation (namely, the claim that
Q ∈ K [α1, α2, ..., αm, β1, β2, ..., βk]) is obvious anyway.
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Definition. Let k ∈ N. Our goal now is to define a polynomial Pk ∈
Z [α1, α2, ..., αk, β1, β2, ..., βk] such that∑

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

∏
(i,j)∈S

UiVj = Pk (X1, X2, ..., Xk, Y1, Y2, ..., Yk) (20)

in the polynomial ring Z [U1, U2, ..., Um, V1, V2, ..., Vn] for every n ∈ N and
m ∈ N, where Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk is the i-th elementary symmetric

polynomial in the variables U1, U2, ..., Um for every i ∈ N, and Yj =∑
S⊆{1,2,...,n};
|S|=j

∏
k∈S

Vk is the j-th elementary symmetric polynomial in the vari-

ables V1, V2, ..., Vn for every j ∈ N.

In order to do this, we first fix some n ∈ N and m ∈ N. The polynomial∑
S⊆{1,2,...,m}×{1,2,...,n};

|S|=k

∏
(i,j)∈S

UiVj ∈ Z [U1, U2, ..., Um, V1, V2, ..., Vn]

is UV-symmetric. Thus, Theorem 4.2 (a) yields that there exists one and
only one polynomial Q ∈ Z [α1, α2, ..., αm, β1, β2, ..., βn] such that∑

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

∏
(i,j)∈S

UiVj = Q (X1, X2, ..., Xm, Y1, Y2, ..., Yn)

in Z [U1, U2, ..., Um, V1, V2, ..., Vn]. Since the polynomial
∑

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

∏
(i,j)∈S

UiVj

has total degree ≤ k in the variables U1, U2, ..., Um and of total degree ≤ k
in the variables V1, V2, ..., Vn, Theorem 4.2 (b) yields that∑

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

∏
(i,j)∈S

UiVj = Qk,k (X1, X2, ..., Xk, Y1, Y2, ..., Yk) ,

where Qk,k is the image of the polynomial Q under the canonical homomor-
phism Z [α1, α2, ..., αm, β1, β2, ..., βn] → Z [α1, α2, ..., αk, β1, β2, ..., βk]. How-
ever, this polynomial Qk,k is not independent of n and m yet (as the poly-
nomial Pk that we intend to construct should be), so we call it Qk,k,[n,m]

rather than just Qk,k.

Now we forget that we fixed n ∈ N and m ∈ N. We have learnt that∑
S⊆{1,2,...,m}×{1,2,...,n};

|S|=k

∏
(i,j)∈S

UiVj = Qk,k,[n,m] (X1, X2, ..., Xk, Y1, Y2, ..., Yk)

in the polynomial ring Z [U1, U2, ..., Um, V1, V2, ..., Vn] for every n ∈ N and
m ∈ N. Now, define a polynomial Pk ∈ Z [α1, α2, ..., αk, β1, β2, ..., βk] by
Pk = Qk,k,[k,k].
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Theorem 4.3. (a) The polynomial Pk just defined satisfies the equation
(20) in the polynomial ring Z [U1, U2, ..., Um, V1, V2, ..., Vn] for every n ∈ N
and m ∈ N. (Hence, the goal mentioned above in the definition is actually
achieved.)

(b) For every n ∈ N and m ∈ N, we have∏
(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + UiVjT ) =
∑
k∈N

Pk (X1, X2, ..., Xk, Y1, Y2, ..., Yk)T
k

(21)
in the ring (Z [U1, U2, ..., Um, V1, V2, ..., Vn]) [[T ]]. (Note that the right hand
side of this equation is a power series with coefficient 1 before T 0, since
P0 = 1.)

Proof of Theorem 4.3. (a) 1st Step: Fix n ∈ N and m ∈ N such that n ≥ k and m ≥ k.
Then, we claim that Qk,k,[n,m] = Pk.

Proof. The definition of Qk,k,[n,m] yields∑
S⊆{1,2,...,m}×{1,2,...,n};

|S|=k

∏
(i,j)∈S

UiVj = Qk,k,[n,m] (X1, X2, ..., Xk, Y1, Y2, ..., Yk)

in the polynomial ring Z [U1, U2, ..., Um, V1, V2, ..., Vn]. Applying the canonical ring epi-
morphism Z [U1, U2, ..., Um, V1, V2, ..., Vn] → Z [U1, U2, ..., Uk, V1, V2, ..., Vk] (which maps

every Ui to

{
Ui, if i ≤ k;
0, if i > k

and every Vj to

{
Vj, if j ≤ k;
0, if j > k

) to this equation (and

noticing that this epimorphism maps every Xi with i ≥ 1 to the corresponding Xi of
the image ring and every Yj with j ≥ 1 to the corresponding Yj of the image ring!), we
obtain ∑

S⊆{1,2,...,k}×{1,2,...,k};
|S|=k

∏
(i,j)∈S

UiVj = Qk,k,[n,m] (X1, X2, ..., Xk, Y1, Y2, ..., Yk)

in the polynomial ring Z [U1, U2, ..., Uk, V1, V2, ..., Vk]. On the other hand, the definition
of Qk,k,[k,k] yields∑

S⊆{1,2,...,k}×{1,2,...,k};
|S|=k

∏
(i,j)∈S

UiVj = Qk,k,[k,k] (X1, X2, ..., Xk, Y1, Y2, ..., Yk)

in the same ring. These two equations yield

Qk,k,[n,m] (X1, X2, ..., Xk, Y1, Y2, ..., Yk) = Qk,k,[k,k] (X1, X2, ..., Xk, Y1, Y2, ..., Yk) .

Since the elements X1, X2, ..., Xk, Y1, Y2, ..., Yk of Z [U1, U2, ..., Uk, V1, V2, ..., Vk] are
algebraically independent (by Theorem 4.2 (a)), this yields Qk,k,[n,m] = Qk,k,[k,k]. In
other words, Qk,k,[n,m] = Pk, and the 1st Step is proven.

2nd Step: For every n ∈ N and m ∈ N, the equation (20) is satisfied in the polynomial
ring Z [U1, U2, ..., Um, V1, V2, ..., Vn].
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Proof. Let n′ ∈ N be such that n′ ≥ n and n′ ≥ k (such an n′ clearly exists). Let
m′ ∈ N be such that m′ ≥ m and m′ ≥ k (such an m′ clearly exists). Then, the 1st
Step (applied to n′ and m′ instead of n and m) yields that Qk,k,[n′,m′] = Pk.

The definition of Qk,k,[n′,m′] yields∑
S⊆{1,2,...,m′}×{1,2,...,n′};

|S|=k

∏
(i,j)∈S

UiVj = Qk,k,[n′,m′] (X1, X2, ..., Xk, Y1, Y2, ..., Yk)

in the polynomial ring Z [U1, U2, ..., Um′ , V1, V2, ..., Vn′ ]. Applying the canonical ring
epimorphism Z [U1, U2, ..., Um′ , V1, V2, ..., Vn′ ] → Z [U1, U2, ..., Um, V1, V2, ..., Vn] (which

maps every Ui to

{
Ui, if i ≤ m;
0, if i > m

and every Vj to

{
Vj, if j ≤ n;
0, if j > n

) to this equation

(and noticing that this epimorphism maps every Xi with i ≥ 1 to the corresponding
Xi of the image ring and every Yj with j ≥ 1 to the corresponding Yj of the image
ring!), we obtain∑

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

∏
(i,j)∈S

UiVj = Qk,k,[n′,m′]︸ ︷︷ ︸
=Pk

(X1, X2, ..., Xk, Y1, Y2, ..., Yk)

= Pk (X1, X2, ..., Xk, Y1, Y2, ..., Yk)

in the polynomial ring Z [U1, U2, ..., Um, V1, V2, ..., Vn]. Hence, the equation (20) is satis-
fied in the polynomial ring Z [U1, U2, ..., Um, V1, V2, ..., Vn]. This completes the 2nd Step
and proves Theorem 4.3 (a).

(b) We have∏
(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + UiVjT ) =
∑
k∈N

∑
S⊆{1,2,...,m}×{1,2,...,n};

|S|=k

∏
(i,j)∈S

UiVj

︸ ︷︷ ︸
=Pk(X1,X2,...,Xk,Y1,Y2,...,Yk)

(according to (20))

T k


by Exercise 4.2 (d), applied to
Q = {1, 2, ...,m} × {1, 2, ..., n} ,

A = (Z [U1, U2, ..., Um, V1, V2, ..., Vn]) [[T ]] ,
t = T and α(i,j) = UiVj


=
∑
k∈N

Pk (X1, X2, ..., Xk, Y1, Y2, ..., Yk)T
k.

This proves Theorem 4.3 (b).

Example. The above definition of the polynomials Pk was rather abstract. Let us
sketch an example of how these polynomials are computed - namely, let us compute
P2.

While our definition of Pk was somewhat indirect (we constructed Pk in multiple
steps; while each of these steps is constructive, this still is a rather long way to Pk),
the important thing about Pk is that it satisfies (20). In fact, for every m ≥ k and
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n ≥ k, the polynomial Pk is uniquely determined by the equation (20)21, so that we
only need (20) to find Pk.

Since we want to compute P2, let us pick k = 2. Now we need to pick some m ≥ k
and n ≥ k; the best choice is m = n = 2 (choosing greater m or n would lead to
the same polynomial Pk in the end, but the computations required to obtain it would
involve some longer terms). So let m = n = 2. Then, the left hand side of (20) is∑

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

∏
(i,j)∈S

UiVj

=
∑

S⊆{1,2}×{1,2};
|S|=2

∏
(i,j)∈S

UiVj

=
∏

(i,j)∈{(1,1),(1,2)}

UiVj +
∏

(i,j)∈{(1,1),(2,1)}

UiVj +
∏

(i,j)∈{(1,1),(2,2)}

UiVj

+
∏

(i,j)∈{(1,2),(2,1)}

UiVj +
∏

(i,j)∈{(1,2),(2,2)}

UiVj +
∏

(i,j)∈{(2,1),(2,2)}

UiVj

= U2
1V1V2 + U1U2V

2
1 + 2U1U2V1V2 + U1U2V

2
2 + U2

2V1V2,

while the right hand side is

Pk (X1, X2, ..., Xk, Y1, Y2, ..., Yk) = P2 (X1, X2, Y1, Y2) .

Thus our polynomial P2 must satisfy

U2
1V1V2 + U1U2V

2
1 + 2U1U2V1V2 + U1U2V

2
2 + U2

2V1V2 = P2 (X1, X2, Y1, Y2)

in Z [U1, U2, V1, V2]. According to Theorem 4.2 (a), the polynomial P2 is uniquely
determined by this condition, but in order to actually compute it, we need to recall
how Theorem 4.2 (a) was proven. In other words, we need to recall how to write a
UV-symmetric polynomial as a polynomial in the elementary symmetric polynomials
X1, X2, ... and Y1, Y2, ....

Let us look what we did in our proof of Theorem 4.2 (a) above, in the particular
case of the UV-symmetric polynomial

U2
1V1V2 + U1U2V

2
1 + 2U1U2V1V2 + U1U2V

2
2 + U2

2V1V2.

In this case, the proof begins by considering U2
1V1V2 +2U1U2V

2
1 +U1U2V1V2 +U1U2V

2
2 +

U2
2V1V2 as a polynomial in the indeterminates V1, V2 over the ring Z [U1, U2]. This is

a symmetric polynomial in these indeterminates V1, V2. Thus, Theorem 4.1 (a) yields

the existence of one and only one polynomial Q̂ ∈ (K [U1, U2]) [β1, β2] such that

U2
1V1V2 + U1U2V

2
1 + 2U1U2V1V2 + U1U2V

2
2 + U2

2V1V2 = Q̂ (Y1, Y2) .

21Proof. Theorem 4.2 (a) yields that the elements X1, X2, ..., Xm, Y1, Y2, ..., Yn of the poly-
nomial ring Z [U1, U2, ..., Um, V1, V2, ..., Vn] are algebraically independent. Since m ≥ k and
n ≥ k, this yields that the elements X1, X2, ..., Xk, Y1, Y2, ..., Yk of the polynomial
ring Z [U1, U2, ..., Um, V1, V2, ..., Vn] are algebraically independent. Hence, a polynomial p ∈
Z [α1, α2, ..., αk, β1, β2, ..., βk] is uniquely determined by the value p (X1, X2, ..., Xk, Y1, Y2, ..., Yk).
Thus, the polynomial Pk is uniquely determined by the equation (20) (because the equation (20)
determines the value Pk (X1, X2, ..., Xk, Y1, Y2, ..., Yk)).
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This polynomial Q̂ can be obtained by any algorithm which writes a symmetric poly-
nomial as a polynomial in the elementary symmetric polynomials; I assume that you
know such an algorithm (if not, read it up; most proofs of Theorem 4.1 (a) give such
an algorithm). Applying this algorithm, we get

U2
1V1V2 + U1U2V

2
1 + 2U1U2V1V2 + U1U2V

2
2 + U2

2V1V2 =
(
U2

1 + U2
2

)
Y2 + U1U2Y

2
1 ,

so that Q̂ = (U2
1 + U2

2 ) β2 + U1U2β
2
1 .

Now, for every 2-tuple (λ1, λ2) ∈ N2, the coefficient Q(λ1,λ2) of this polynomial Q̂

before the monomial βλ1
1 βλ2

2 is a symmetric polynomial in the variables U1, U2. Hence,
by Theorem 4.1 (a), there exists a polynomial R(λ1,λ2) ∈ Z [α1, α2] such that this co-
efficient is R(λ1,λ2) (X1, X2). This R(λ1,λ2) can generally be computed by any algorithm
which writes a symmetric polynomial as a polynomial in the elementary symmetric
polynomials. In our case, the polynomial Q̂ has only two nonzero coefficients: the
coefficient U2

1 + U2
2 before β2 and the coefficient U1U2 before β2

1 . So we get two poly-
nomials R(0,1) and R(2,0), whereas all the other R(λ1,λ2) are zero. More concretely, in
order to obtain R(0,1), we write the symmetric polynomial Q(0,1) = U2

1 + U2
2 (which is

the coefficient of Q̂ before β0
1β

1
2 = β2) as a polynomial in the elementary symmetric

polynomials; this gives us U2
1 + U2

2 = X2
1 − 2X2, so that R(0,1) = α2

1 − 2α2. Similarly,
R(2,0) = α2.

Now, according to the proof of Theorem 4.2 (a), a polynomial P2 satisfying U1V1 +
U1V2 + U2V1 + U2V2 = P2 (X1, X2, Y1, Y2) can be defined by the equation

P2 =
∑

(λ1,λ2,...,λn)∈Nn
R(λ1,λ2,...,λn) (α1, α2, ..., αm) βλ1

1 βλ2
2 ...βλnn .

In our case, this simplifies to

P2 = R(0,1) (α1, α2)︸ ︷︷ ︸
=α2

1−2α2

β0
1β

1
2+R(2,0) (α1, α2)︸ ︷︷ ︸

=α2

β2
1β

0
2 =

(
α2

1 − 2α2

)
β2+α2β

2
1 = α2

1β2+α2β
2
1−2α2β2.

So we have found P2. Similarly we can compute Pk for all k ∈ N, even though the
computations get longer with increasing k very rapidly. Here are the values for small
k:

P0 = 1;

P1 = α1β1;

P2 = α2
1β2 + α2β

2
1 − 2α2β2;

P3 = α3
1β3 + α3β

3
1 + α1α2β1β2 − 3α1α2β3 − 3α3β1β2 + 3α3β3;

P4 = α4β
4
1 + α1α3β

2
1β2 + α2

1α2β1β3 + α4
1β4 − 4α4β

2
1β2 + α2

2β
2
2 − 2α1α3β

2
2 − 2α2

2β1β3

− α1α3β1β3 − 4α2
1α2β4 + 2α4β

2
2 + 4α4β1β3 + 2α2

2β4 + 4α1α3β4 − 4α4β4;

P5 = α5β
5
1 + α1α4β

3
1β2 + α2

1α3β
2
1β3 + α3

1α2β1β4 + α5
1β5 − 5α5β

3
1β2 + α2α3β1β

2
2

− 3α1α4β1β
2
2 − 2α2α3β

2
1β3 − α1α4β

2
1β3 + α1α

2
2β2β3 − 2α2

1α3β2β3

− 3α1α
2
2β1β4 − α2

1α3β1β4 − 5α3
1α2β5 + 5α5β1β

2
2 + 5α5β

2
1β3 − α2α3β2β3

+ 5α1α4β2β3 + 5α2α3β1β4 + α1α4β1β4 + 5α1α
2
2β5 + 5α2

1α3β5

− 5α5β2β3 − 5α5β1β4 − 5α2α3β5 − 5α1α4β5 + 5α5β5.

Now, let us return to the general case.
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4.4. Grothendieck’s polynomials Pk,j

Just as our above definition of the polynomials Pk and Theorem 4.3 based upon The-
orem 4.2, we can make another definition basing upon Theorem 4.1:

Definition. For every set H and every j ∈ N, let us denote by Pj (H) the

set of all j-element subsets of H. (This is also often denoted as

(
H

j

)
.)

Let j ∈ N. Let k ∈ N. Our goal now is to define a polynomial Pk,j ∈
Z [α1, α2, ..., αkj] such that∑

S⊆Pj({1,2,...,m});
|S|=k

∏
I∈S

∏
i∈I

Ui = Pk,j (X1, X2, ..., Xkj) (22)

in the polynomial ring Z [U1, U2, ..., Um] for every m ∈ N, where Xi =∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk is the i-th elementary symmetric polynomial in the vari-

ables U1, U2, ..., Um for every i ∈ N.

In order to do this, we first fix some m ∈ N. The polynomial∑
S⊆Pj({1,2,...,m});

|S|=k

∏
I∈S

∏
i∈I

Ui ∈ Z [U1, U2, ..., Um]

is symmetric. Thus, Theorem 4.1 (a) yields that there exists one and only
one polynomial Q ∈ Z [α1, α2, ..., αm] such that∑

S⊆Pj({1,2,...,m});
|S|=k

∏
I∈S

∏
i∈I

Ui = Q (X1, X2, ..., Xm) .

Since the polynomial
∑

S⊆Pj({1,2,...,m});
|S|=k

∏
I∈S

∏
i∈I
Ui has total degree ≤ kj in the

variables U1, U2, ..., Um, Theorem 4.1 (b) yields that∑
S⊆Pj({1,2,...,m});

|S|=k

∏
I∈S

∏
i∈I

Ui = Qk,j (X1, X2, ..., Xkj) ,

where Qk,j is the image of the polynomial Q under the canonical homo-
morphism Z [α1, α2, ..., αm] → Z [α1, α2, ..., αkj]. However, this polynomial
Qk,j is not independent of m yet (as the polynomial Pk,j that we intend to
construct should be), so we call it Qk,j,[m] rather than just Qk,j.

Now we forget that we fixed m ∈ N. We have learnt that∑
S⊆Pj({1,2,...,m});

|S|=k

∏
I∈S

∏
i∈I

Ui = Qk,j,[m] (X1, X2, ..., Xkj)
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in the polynomial ring Z [U1, U2, ..., Um] for every m ∈ N. Now, define a
polynomial Pk,j ∈ Z [α1, α2, ..., αkj] by Pk,j = Qk,j,[kj].

Theorem 4.4. (a) The polynomial Pk,j just defined satisfies the equation
(22) in the polynomial ring Z [U1, U2, ..., Um] for every m ∈ N. (Hence, the
goal mentioned above in the definition is actually achieved.)

(b) For every m ∈ N and j ∈ N, we have

∏
I∈Pj({1,2,...,m})

(
1 +

∏
i∈I

Ui · T

)
=
∑
k∈N

Pk,j (X1, X2, ..., Xkj)T
k (23)

in the ring (Z [U1, U2, ..., Um]) [[T ]]. (Note that the right hand side of this
equation is a power series with coefficient 1 before T 0, since P0,j = 1.)

Proof of Theorem 4.4. (a) 1st Step: Fix m ∈ N such that m ≥ kj. Then, we claim
that Qk,j,[m] = Pk,j.

Proof. The definition of Qk,j,[m] yields∑
S⊆Pj({1,2,...,m});

|S|=k

∏
I∈S

∏
i∈I

Ui = Qk,j,[m] (X1, X2, ..., Xkj)

in the polynomial ring Z [U1, U2, ..., Um]. Applying the canonical ring epimorphism

Z [U1, U2, ..., Um] → Z [U1, U2, ..., Ukj] (which maps every Ui to

{
Ui, if i ≤ kj;
0, if i > kj

) to

this equation (and noticing that this epimorphism maps every Xi with i ≥ 1 to the
corresponding Xi of the image ring!), we obtain∑

S⊆Pj({1,2,...,kj});
|S|=k

∏
I∈S

∏
i∈I

Ui = Qk,j,[m] (X1, X2, ..., Xkj)

in the polynomial ring Z [U1, U2, ..., Ukj]. On the other hand, the definition of Qk,j,[kj]

yields ∑
S⊆Pj({1,2,...,kj});

|S|=k

∏
I∈S

∏
i∈I

Ui = Qk,j,[kj] (X1, X2, ..., Xkj)

in the same ring. These two equations yield

Qk,j,[m] (X1, X2, ..., Xkj) = Qk,j,[kj] (X1, X2, ..., Xkj) .

Since the elements X1, X2, ..., Xkj of Z [U1, U2, ..., Ukj] are algebraically independent
(by Theorem 4.1 (a)), this yields Qk,j,[m] = Qk,j,[kj]. In other words, Qk,j,[m] = Pk,j,
and the 1st Step is proven.

2nd Step: For every m ∈ N, the equation (22) is satisfied in the polynomial ring
Z [U1, U2, ..., Um].

Proof. Let m′ ∈ N be such that m′ ≥ m and m′ ≥ kj (such an m′ clearly exists).
Then, the 1st Step (applied to m′ instead of m) yields that Qk,j,[m′] = Pk,j.
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The definition of Qk,j,[m′] yields∑
S⊆Pj({1,2,...,m′});

|S|=k

∏
I∈S

∏
i∈I

Ui = Qk,j,[m′] (X1, X2, ..., Xkj)

in the polynomial ring Z [U1, U2, ..., Um′ ]. Applying the canonical ring epimorphism

Z [U1, U2, ..., Um′ ] → Z [U1, U2, ..., Um] (which maps every Ui to

{
Ui, if i ≤ m;
0, if i > m

) to

this equation (and noticing that this epimorphism maps every Xi with i ≥ 1 to the
corresponding Xi of the image ring!), we obtain∑

S⊆Pj({1,2,...,m});
|S|=k

∏
I∈S

∏
i∈I

Ui = Qk,j,[m′]︸ ︷︷ ︸
=Pk,j

(X1, X2, ..., Xkj)

= Pk,j (X1, X2, ..., Xkj)

in the polynomial ring Z [U1, U2, ..., Um]. This means that the equation (22) is satisfied
in the polynomial ring Z [U1, U2, ..., Um]. This completes the 2nd Step and proves
Theorem 4.4 (a).

(b) We have

∏
I∈Pj({1,2,...,m})

(
1 +

∏
i∈I

Ui · T

)
=
∑
k∈N

∑
S⊆Pj({1,2,...,m});

|S|=k

∏
I∈S

∏
i∈I

Ui

︸ ︷︷ ︸
=Pk,j(X1,X2,...,Xkj)

(according to (22))

T k

 by Exercise 4.2 (d), applied to
Q = Pj ({1, 2, ...,m}) , A = (Z [U1, U2, ..., Um]) [[T ]] ,

t = T and αI =
∏
i∈I
Ui


=
∑
k∈N

Pk,j (X1, X2, ..., Xkj)T
k.

This proves Theorem 4.4 (b).

Example. Computing the polynomials Pk,j can be done by retracking their def-
inition, just as in the case of Pk. It is even easier than computing Pk, because the
definition of Pk made use of Theorem 4.2 (a), while that of Pk,j did not. Thus all we
need is (22) and an algorithm to write a symmetric polynomial as a polynomial in the
elementary symmetric ones. I am not doing any example computations for this here,
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but here are some results:

P0,j = 1 for all j ∈ N;

P1,0 = 1;

P1,j = αj for all positive j ∈ N;

Pk,0 = 0 for all integers k ≥ 2;

Pk,1 = αk for all positive k ∈ N;

P2,2 = α1α3 − α4;

P2,3 = α6 − α1α5 + α2α4;

P3,2 = α6 + α2
1α4 − 2α2α4 − α1α5 + α2

3;

P3,3 = α1α
2
4 + α2

2α5 − 2α1α3α5 − α1α2α6 + α2
1α7 − α4α5 + 3α3α6 − α2α7 − α1α8 + α9;

P4,2 = α3
1α5 + α1α3α4 − 3α1α2α5 − α2

1α6 − α2
4 + α3α5 + 2α2α6 + α1α7 − α8.

Do you see the pattern in the P2,j? See Exercise 4.4 for the answer.

4.5. Exercises

Exercise 4.1. (Computing Pk and Pk,j as coefficients of determinants.)
The definitions of the polynomials Pk and Pk,j provide a possibility to re-
cursively compute them for given values of k and j (at least if one knows
the constructive proof of Theorem 4.1, which is fortunately the one given in
most books). In this exercise, we will show another way to compute explicit
formulas for Pk and Pk,j:

(a) Let m ∈ N. In the polynomial ring Z [U1, U2, ..., Um], let Xi =∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk be the i-th elementary symmetric polynomial in the vari-

ables U1, U2, ..., Um for every i ∈ N.
Define a matrix FU ∈ (Z [X1, X2, ..., Xm])m×m by

FU

=



0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
...

...
...

...
...

...
0 0 0 0 · · · 1

(−1)m−1Xm (−1)m−2Xm−1 (−1)m−3Xm−2 (−1)m−4Xm−3 · · · (−1)0X1


.

Prove that the polynomial

det (TFU + Im) ∈ (Z [X1, X2, ..., Xm]) [T ]

equals
m∏
i=1

(1 + UiT ).

(b) Letm ∈ N and n ∈ N. In the polynomial ring Z [U1, U2, ..., Um, V1, V2, ..., Vn],
let Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk be the i-th elementary symmetric polynomial in
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the variables U1, U2, ..., Um for every i ∈ N, and Yj =
∑

S⊆{1,2,...,n};
|S|=j

∏
k∈S

Vk be

the j-th elementary symmetric polynomial in the variables V1, V2, ..., Vn
for every j ∈ N.

Similarly to the matrix FU defined in part (a), we can define a matrix
FV ∈ (Z [Y1, Y2, ..., Yn])n×n by

FV

=



0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
...

...
...

...
...

...
0 0 0 0 · · · 1

(−1)n−1 Yn (−1)n−2 Yn−1 (−1)n−3 Yn−2 (−1)n−4 Yn−3 · · · (−1)0 Y1


.

Also, define a matrix FU ∈ (Z [X1, X2, ..., Xm])m×m as in part (a). Let R
be the ring Z [X1, X2, . . . , Xm, Y1, Y2, . . . , Yn]. We can thus regard both FU
and FV as matrices over the ring R: namely, FU ∈ Rm×m and FV ∈ Rn×n.
Hence, the tensor product FU ⊗ FV of these two matrices is defined22; it is
an mn×mn-matrix over R. Prove that the polynomial

det (−T (FU ⊗ FV ) + Imn) ∈ (Z [X1, X2, ..., Xm, Y1, Y2, ..., Yn]) [T ]

equals
∏

(i,j)∈{1,2,...,m}×{1,2,...,n}
(1 + UiVjT ). Conclude that the coefficient of

this polynomial before T k equals the Qk,k,[n,m] (X1, X2, ..., Xk, Y1, Y2, ..., Yk)
defined in the definition of Pk. How to compute Pk now? (Don’t forget to
choose n and m such that n ≥ k and m ≥ k.)

(c) Let m ∈ N and j ∈ N. Define the polynomials Xi and an m × m-

matrix FU as in part (a). Then, an

(
m

j

)
×
(
m

j

)
-matrix ∧jFU over the

ring Z [X1, X2, ..., Xm] is defined23. Prove that the polynomial

det

(−1)j T
(
∧jFU

)
+ I(m

j

)
 ∈ (Z [X1, X2, ..., Xm]) [T ]

22It is defined as follows: The m×m-matrix FU induces an endomorphism of the free R-module Rm,
whereas the n × n-matrix FV induces an endomorphism of the free R-module Rn. The tensor
product of these two endomorphisms is an endomorphism of the free R-module Rn ⊗R Rm. This
latter endomorphism can be represented by an mn ×mn-matrix once we have chosen a basis of
the free R-module Rn ⊗R Rm. For the purposes of this exercise, it makes no matter which basis
we choose, as long as we do choose a basis. Anyway, we have thus obtained an mn×mn-matrix;
this matrix is called FU ⊗ FV .

23It is defined as follows: Let M be the ring Z [X1, X2, ..., Xm]. The m ×m-matrix FU induces an
endomorphism of the free R-module Rm. The j-th exterior power of this endomorphism is an
endomorphism of the free R-module ∧jRm. This latter endomorphism can be represented by an(
m

j

)
×
(
m

j

)
-matrix once we have chosen a basis of the free R-module ∧jRm. For the purposes of

this exercise, it makes no matter which basis we choose, as long as we do choose a basis. Anyway,
we have thus obtained an ∧jRm-matrix; this matrix is called ∧jFU .
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equals
∏

I∈Pj({1,2,...,m})

(
1 +

∏
i∈I
Ui · T

)
. Conclude that the coefficient of this

polynomial before T k equals the Qk,j,[m] (X1, X2, ..., Xkj) defined in the def-
inition of Pk,j. How to compute Pk,j now? (Don’t forget to choose m such
that m ≥ kj.)

Exercise 4.2.
(a) Let α1, α2, ..., αm be any elements of a commutative ring A. Prove

that
m∏
i=1

(1 + αi) =
∑

S⊆{1,2,...,m}

∏
k∈S

αk.

(b) Let α1, α2, ..., αm and t be any elements of a commutative ring A.
Then, prove that

m∏
i=1

(1 + αit) =
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

αkt
i.

24

(c) Let α1, α2, ..., αm and t be any elements of a commutative ring A.
Then, prove that

m∏
i=1

(1− αit) =
∑
i∈N

(−1)i
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

αkt
i.

(d) Let Q be a finite set, and let A be a commutative ring. Let αq be an
element of A for every q ∈ Q. Let t ∈ A. Then, prove that∏

q∈Q

(1 + αqt) =
∑
k∈N

∑
S⊆Q;
|S|=k

∏
q∈S

αqt
k.

(These are four variants of one and the same identity, which is very easy
but basic and used in much of the theory of symmetric polynomials.)

Exercise 4.3. Let K be a ring. Let S be a K-algebra. Let T be a K-
subalgebra of S. Let p1, p2, ..., pm be m elements of T , and let q1, q2,
..., qn be n elements of S. Assume that the elements p1, p2, ..., pm are
algebraically independent over K, and that the elements q1, q2, ..., qn are
algebraically independent over T . Prove that the m+n elements p1, p2, ...,
pm, q1, q2, ..., qn are algebraically independent over K.

Exercise 4.4. Prove that P2,j =
j−1∑
i=0

(−1)i+j−1 αiα2j−i for every j ∈ N,

where α0 has to be interpreted as 1.

24Note that a product of the form
∏
k∈S

αkt
i has to be read as

( ∏
k∈S

αk

)
ti, rather than as

∏
k∈S

(
αkt

i
)
.

This is a particular case of the general convention about parsing product expressions that we made
in Section 0.
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[The result of Exercise 4.4 is a result by John Hopkinson ([Hopkin06,
Proposition 2.1]). His proof is different from the one I give in the solutions.
He also gives a similar, even if more complicated formula for P3,j: see
[Hopkin06, Proposition 2.2].]

5. A λ-ring structure on Λ (K) = 1 + K [[T ]]+

5.1. Definition of the λ-ring Λ (K)

Now we are going to introduce a λ-ring structure on a particular set defined for any
given ring K.

Definition. Let K be a ring. Consider the ring K [[T ]] of formal power
series in the variable T over K. Let K [[T ]]+ denote the subset

TK [[T ]] =

{∑
i∈N

aiT
i ∈ K [[T ]] | ai ∈ K for all i, and a0 = 0

}
= {p ∈ K [[T ]] | p is a power series with constant term 0}

of the ring K [[T ]]. We are going to define a ring structure on the set

1 +K [[T ]]+ =
{

1 + u | u ∈ K [[T ]]+
}

= {p ∈ K [[T ]] | p is a power series with constant term 1} .

First, we define an Abelian group structure on this set:

Define an addition +̂ on the set 1 + K [[T ]]+ by u+̂v = uv for every u ∈
1 +K [[T ]]+ and v ∈ 1 +K [[T ]]+. In other words, addition on 1 +K [[T ]]+

is defined as multiplication of power series. The zero of 1 + K [[T ]]+ will

be 1. The subtraction −̂ on the set 1 + K [[T ]]+ is given by u−̂v =
u

v
for

every u ∈ 1 +K [[T ]]+ and v ∈ 1 +K [[T ]]+ (since every v ∈ 1 +K [[T ]]+ is
an invertible power series).

Then, clearly,
(
1 +K [[T ]]+ , +̂

)
is an Abelian group with zero 1.

Now, define a multiplication ·̂ on the set 1 +K [[T ]]+ by(∑
i∈N

aiT
i

)
·̂

(∑
i∈N

biT
i

)
=
∑
k∈N

Pk (a1, a2, ..., ak, b1, b2, ..., bk)T
k

25 for any two power series
∑
i∈N

aiT
i ∈ 1+K [[T ]]+ and

∑
i∈N

biT
i ∈ 1+K [[T ]]+

(where ai and bi lie in K for every i ∈ N). 26

The multiplicative unity of the ring 1 +K [[T ]]+ will be 1 + T .

25Here, the
∑
k∈N

sign means addition in K [[T ]], not in 1 +K [[T ]]
+

. The same holds for the
∑
i∈N

sign.

26Of course, it is not obvious that this multiplication ·̂ is associative. See Theorem 5.1 (a) for the
proof of this.
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Also, for every j ∈ N, define a mapping λ̂j : 1 +K [[T ]]+ → 1 +K [[T ]]+ by

λ̂j

(∑
i∈N

aiT
i

)
=
∑
k∈N

Pk,j (a1, a2, ..., akj)T
k

for every power series
∑
i∈N

aiT
i ∈ 1+K [[T ]]+ (where ai ∈ K for every i ∈ N).

Note that we have denoted the newly-defined addition, subtraction and multiplica-
tion on the set 1+K [[T ]]+ by +̂, −̂ and ·̂ in order to distinguish them from the addition
+, subtraction − and multiplication · inherited from K [[T ]]. We will later continue in
this spirit (for instance, we will denote a finite sum with respect to the addition +̂ by

the sign
∑̂

, while a finite sum with respect to the addition + will be written using the
normal

∑
sign).27

Theorem 5.1. (a) The multiplication ·̂ just defined makes
(
1 +K [[T ]]+ , +̂, ·̂

)
a ring with multiplicative unity 1 + T . We will call this ring Λ (K).

(b) The above defined maps λ̂j make
(

Λ (K) ,
(
λ̂i
)
i∈N

)
a λ-ring.

We repeat again that the notation Λ (K) has nothing to do with exterior algebras,
even though some authors use it for them.

Before we prove this Theorem 5.1, we will have to do some preparatory work: We
will introduce a subset 1 + K [T ]+ of 1 + K [[T ]]+ which consists of polynomials with
constant term 1. We will show (Theorem 5.2) how we can factorize such polynomials
into linear factors in an extension of our ring K (similarly to Galois theory, but easier,
because we don’t have to worry about the extension not being a field). Then, we will

see how the operations +̂, ·̂ and λ̂j act on factorized linear polynomials (Theorem 5.3).
Then, with the help of some very basic point-set topology, we will see that the subset
1 +K [T ]+ is dense in an appropriate topology on 1 +K [[T ]]+ (Theorem 5.5 (a)), that

this topology is Hausdorff (Theorem 5.5 (e)), and that the operations +̂, ·̂ and λ̂j are
continuous with respect to it (Theorem 5.5 (d)); hence, in order to prove the ring and
λ-ring axioms for Λ (K), we only need to prove them on elements of this dense subset
1 +K [T ]+. This will then be done using Theorems 5.2 and 5.3.

Even if you are willing to believe me that Theorem 5.1 holds, you are advised to
read this proof, since the ideas and notions it uses will be reused several times (e. g.,
in Sections 9 and 10).

5.2. Preparing for the proof of Theorem 5.1: introducing
1 +K [T ]+

Before we prove this Theorem 5.1, we try to motivate the above definition of Λ (K):

27In [Knut73], Knutson writes ” + ”, ” − ” and ” · ” (with quotation marks) instead of +̂, −̂ and ·̂
for the newly-defined operations. In [FulLan85], Fulton and Lang simply write +, − and · for +̂,
−̂ and ·̂, approving the danger of confusion with the “old” operations +, − and · inherited from
K [[T ]].
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Definition. Let K be a ring. Let K [T ]+ be the subset of the polynomial
ring K [T ] defined by

K [T ]+ = TK [T ] =

{∑
i∈N

aiT
i ∈ K [T ] | ai ∈ K for all i, and a0 = 0

}
= {p ∈ K [T ] | p is a polynomial with constant term 0} .

Then, the set 1 + K [T ]+ is a subset of 1 + K [[T ]]+. The elements of
1 +K [T ]+ are polynomials.

So 1 +K [T ]+ is the set of all polynomials p ∈ K [T ] with constant term 1. Loosely
speaking, this means that the elements of 1 + K [T ]+ are monic polynomials “turned

upside down” (in the sense that if
n∑
i=0

aiT
i is a polynomial in 1 + K [T ]+ of degree

n (with ai ∈ K for every i), then
n∑
i=0

an−iT
i is a monic polynomial of degree n, and

conversely). This allows us to take some properties of monic polynomials and use them
to derive similar properties for polynomials in 1 + K [T ]+. For example, we can take
Exercise 5.1 (which says that whenever P is a monic polynomial of degree n over a ring
K, we can find a finite-free extension ring of K over which the polynomial P factors
into a product of monic linear polynomials), and “turn it upside down”, obtaining the
following fact about polynomials in 1 +K [T ]+:

Theorem 5.2. Let K be a ring. For every element p ∈ 1 + K [T ]+, there
exists an integer n (the degree of the polynomial p), a finite-free extension
ring Kp of the ring K and n elements p1, p2, ..., pn of this extension ring

Kp such that p =
n∏
i=1

(1 + piT ) in Kp [T ].

Proof of Theorem 5.2. Write the polynomial p in the form p =
n∑
i=0

aiT
i, where n =

deg p. Then, a0 = 1 (since p ∈ 1 +K [T ]+).

Define a new polynomial p̃ =
n∑
i=0

an−iT
i ∈ K [T ]. Then, the polynomial p̃ is monic

(since a0 = 1) and satisfies n = deg p̃. Hence, by Exercise 5.1 (applied to P = p̃), there
exists a finite-free extension ring Kp̃ of the ring K and n elements p̃1, p̃2, ..., p̃n of this

extension ring Kp̃ such that p̃ =
n∏
i=1

(T − p̃i) in Kp̃ [T ].

Consider this ring Kp̃ and these n elements p̃1, p̃2, ..., p̃n. Let Kp be the extension
ring Kp̃, and let pi be the element −p̃i ∈ Kp for every i ∈ {1, 2, ..., n}. Then,

n∑
i=0

an−iT
i = p̃ =

n∏
i=1

(T − p̃i) =
n∏
i=1

T + (−p̃i)︸ ︷︷ ︸
=pi

 =
n∏
i=1

(T + pi) =
n∏
i=1

(pi + T ) .

Therefore, Exercise 5.2 (a) (applied to L = Kp) yields that
n∑
i=0

aiT
i =

n∏
i=1

(1 + piT ).

Since p =
n∑
i=0

aiT
i, this rewrites as p =

n∏
i=1

(1 + piT ). Thus, Theorem 5.2 is proven.
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5.3. Preparing for the proof of Theorem 5.1: extending the ring to
make polynomials split

Theorem 5.2 shows us that we can split every polynomial p ∈ 1 + K [T ]+ into linear
factors in a suitably large (but finite-free) extension ring of K. This is a rather useful
fact: Whenever we have to prove some facts about polynomials in 1 +K [T ]+, it allows
us to “adjoin roots of these polynomials” to K. In this sense it is a partial replacement
of the fundamental theorem of algebra for arbitrary commutative rings. Of course, its
use is limited by the fact that we don’t know much about the extension ring of K in
which p factors, but the fact that it is finite-free is enough for many things!

To make systematic use of Theorem 5.2, let us introduce some notation again:

Definition. Let S be a set. Let Js be a set for each s ∈ S. Then
·⋃

s∈S
Js (the

so-called disjoint union of the sets Js over all s ∈ S) is defined to be the set

of all pairs (s, j) with s ∈ S and j ∈ Js. In other words,
·⋃

s∈S
Js =

⋃
s∈S
{s}×Js.

Definition. For every set H, let P∗fin (H) denote the set of all finite mul-
tisets which consist of elements of H. Also, we recall that we denote
the multiset formed by the elements u1, u2, ..., un (with multiplicity) by
[u1, u2, ..., un].

For our ring K, let ExtenK be the set of all finite-free extension rings of
K. (Again, this is not a set, but a proper class. Again, we don’t care.
Basically it is enough to consider all finite-free extension rings of the form
K [X1, X2, ..., Xn]�I with I being an ideal of K [X1, X2, ..., Xn], and these
extension rings do form a set.)

Let K int be the subset28{(
K̃, [u1, u2, ..., un]

)
∈

·⋃
K′∈ExtenK

P∗fin (K ′) |
n∏
i=1

(1 + uiT ) ∈ K [T ]

}

of
·⋃

K′⊆ExtenK

P∗fin (K ′). We then define a map

Π : K int → 1 +K [T ]+

through

Π
(
K̃, [u1, u2, ..., un]

)
=

n∏
i=1

(1 + uiT ) ∈ 1 +K [T ]+

for every
(
K̃, [u1, u2, ..., un]

)
∈ K int.

28Recall that
·⋃

K′∈ExtenK

P∗fin (K ′) denotes the disjoint union of the sets P∗fin (K ′) over allK ′ ∈ ExtenK;

it is defined by
·⋃

K′∈ExtenK

P∗fin (K ′) =
⋃

K′∈ExtenK

{K ′} × P∗fin (K ′).
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29

Every polynomial p ∈ 1+K [T ]+ can be written as p = Π
(
K̃, [u1, u2, ..., un]

)
for some

(
K̃, [u1, u2, ..., un]

)
∈ K int 30. In other words, the map Π is sur-

jective.

The surjectivity of the map Π should remind you of the correspondence between
polynomials over a field and their roots over extensions of that field (and the proof of

Theorem 5.2 explains why); it will help us understand +̂, ·̂ and λ̂j better.

5.4. Preparing for the proof of Theorem 5.1: the ring structure on
Λ (K) explained

In fact, the following fact how the ring operations +̂ and ·̂ and the λ-operations λ̂j on
1 +K [T ]+ act on images under the map Π:

Theorem 5.3. Let K be a ring.

Let u ∈ 1+K [T ]+ and v ∈ 1+K [T ]+. Assume that u = Π
(
K̃u, [u1, u2, ..., um]

)
for some

(
K̃u, [u1, u2, ..., um]

)
∈ K int, and that v = Π

(
K̃v, [v1, v2, ..., vn]

)
for some

(
K̃v, [v1, v2, ..., vn]

)
∈ K int. This, in particular, implies that K̃u

and K̃v are finite-free extension rings of K. Let K̃u,v be a finite-free exten-

sion ring of K which contains both K̃u and K̃v as subrings.

(a) Such a ring K̃u,v always exists. For instance,31 K̃u ⊗ K̃v is a finite-free

extension ring of K, and we can canonically identify K̃u with the subring
K̃u ⊗ 1 of K̃u ⊗ K̃v, and identify K̃v with the subring 1⊗ K̃v of K̃u ⊗ K̃v;
hence, we can set K̃u,v = K̃u ⊗ K̃v.

29This map is well-defined, because every
(
K̃, [u1, u2, ..., un]

)
∈ K int satisfies

n∏
i=1

(1 + uiT ) ∈ K [T ]

and therefore
n∏
i=1

(1 + uiT ) ∈ 1 + K [T ]
+

(since the polynomial
n∏
i=1

(1 + uiT ) clearly has constant

term 1).
30Proof. Let p ∈ 1 +K [T ]

+
be a polynomial. Then, Theorem 5.2 shows that there exists an integer

n (the degree of the polynomial p), a finite-free extension ring Kp of the ring K and n elements

p1, p2, ..., pn of this extension ring Kp such that p =
n∏
i=1

(1 + piT ) in Kp [T ]. Consider these n and

Kp and these p1, p2, ..., pn. Then, (Kp, [p1, p2, . . . , pn]) ∈ K int (since
n∏
i=1

(1 + piT ) = p ∈ K [T ]).

Moreover, the definition of Π yields

Π (Kp, [p1, p2, . . . , pn]) =

n∏
i=1

(1 + piT ) = p.

Hence, p can be written as p = Π
(
K̃, [u1, u2, ..., un]

)
for some

(
K̃, [u1, u2, ..., un]

)
∈ K int (namely,

for
(
K̃, [u1, u2, ..., un]

)
= (Kp, [p1, p2, . . . , pn])). Qed.

31In the following, the ⊗ sign always means ⊗K until stated otherwise.
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(b) We have u+̂v = Π
(
K̃u,v, [u1, u2, ..., um, v1, v2, ..., vn]

)
.

(c) Also, û·v = Π
(
K̃u,v, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
.

(d) Let j ∈ N. Then, λ̂j (u) = Π

(
K̃u,

[∏
i∈I
ui | I ∈ Pj ({1, 2, ...,m})

])
.

Proof of Theorem 5.3. The assumption that u = Π
(
K̃u, [u1, u2, ..., um]

)
is just a dif-

ferent way to say that u =
m∏
i=1

(1 + uiT ). Similarly, v =
n∏
j=1

(1 + vjT ). Write the

polynomials u and v in the forms u =
∑
i∈N

aiT
i (with ai ∈ K) and v =

∑
i∈N

biT
i (with

bi ∈ K).

Recall that
∑
i∈N

aiT
i = u =

m∏
i=1

(1 + uiT ). Hence, for every i ∈ N, the element ai is

the i-th elementary symmetric polynomial applied to u1, u2, ..., um (that is, we have
ai =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

uk).

Similarly, for every j ∈ N, the element bj is the j-th elementary symmetric polyno-
mial applied to v1, v2, ..., vn (that is, we have bj =

∑
S⊆{1,2,...,n};
|S|=j

∏
k∈S

vk).

(a) The K-module K̃u⊗ K̃v is finite-free (being the tensor product of two finite-free

K-modules). The embeddingK → K̃v is injective; hence, the map K̃u⊗K → K̃u⊗K̃v it

induces must also be injective (since K̃u is finite-free, and hence tensoring with K̃u is an

exact functor). Thus, we can canonically identify K̃u with the subring K̃u⊗K = K̃u⊗1

of K̃u⊗K̃v. Similarly, we can canonically identify K̃v with the subring 1⊗K̃v of K̃u⊗K̃v.
These two identifications are “compatible at K” (that is, they lead to one and the same

embedding of K into K̃u⊗ K̃v). As a consequence, K̃u⊗ K̃v is an extension ring of K.
This proves Theorem 5.3 (a).

(b) We have

u+̂v = uv =
m∏
i=1

(1 + uiT )
n∏
j=1

(1 + vjT )(
since u =

m∏
i=1

(1 + uiT ) and v =
n∏
j=1

(1 + vjT )

)
= Π

(
K̃u,v, [u1, u2, ..., um, v1, v2, ..., vn]

)
(by the definition of Π

(
K̃u,v, [u1, u2, ..., um, v1, v2, ..., vn]

)
). This proves Theorem 5.3

(b).
(c) Consider the ring Z [U1, U2, ..., Um, V1, V2, ..., Vn] (the polynomial ring in m + n

indeterminates U1, U2, ..., Um, V1, V2, ..., Vn over the ring Z). For every i ∈ N, let
Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk be the i-th elementary symmetric polynomial in the variables
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U1, U2, ..., Um. For every j ∈ N, let Yj =
∑

S⊆{1,2,...,n};
|S|=j

∏
k∈S

Vk be the j-th elementary

symmetric polynomial in the variables V1, V2, ..., Vn.
There exists a ring homomorphism

Z [U1, U2, ..., Um, V1, V2, ..., Vn]→ K̃u,v

which maps Ui to ui for every i ∈ {1, 2, . . . ,m} and Vj to vj for every j ∈ {1, 2, . . . , n}.
This homomorphism maps Xi to ai for every i ∈ N (because ai is the i-th elementary
symmetric polynomial applied to u1, u2, ..., um) and Yj to bj for every j ∈ N (for a sim-
ilar reason). Hence, applying this homomorphism (or, rather, the ring homomorphism

Z [U1, U2, ..., Um, V1, V2, ..., Vn] [T ]→ K̃u,v [T ] that it induces) to (21), we obtain∏
(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + uivjT ) =
∑
k∈N

Pk (a1, a2, ..., ak, b1, b2, ..., bk)T
k.

But ∑
k∈N

Pk (a1, a2, ..., ak, b1, b2, ..., bk)T
k =

(∑
i∈N

aiT
i

)
·̂

(∑
i∈N

biT
i

)
= û·v,

so this becomes ∏
(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + uivjT ) = û·v,

and thus

û·v =
∏

(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + uivjT )

= Π
(
K̃u,v, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
(by the definition of Π

(
K̃u,v, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
). This proves

Theorem 5.3 (c).
(d) Consider the polynomial ring Z [U1, U2, ..., Um]. For every i ∈ N, let Xi =∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk be the i-th elementary symmetric polynomial in the variables U1, U2,

..., Um.
There exists a ring homomorphism Z [U1, U2, ..., Um] → K̃u which maps Ui to ui for

every i ∈ {1, 2, . . . ,m}. This homomorphism maps Xi to ai for every i ∈ N (because ai
is the i-th elementary symmetric polynomial applied to u1, u2, ..., um). Hence, applying

this homomorphism (or, rather, the ring homomorphism Z [U1, U2, ..., Um] [T ]→ K̃u [T ]
that it induces) to (23), we obtain

∏
I∈Pj({1,2,...,m})

(
1 +

∏
i∈I

ui · T

)
=
∑
k∈N

Pk,j (a1, a2, ..., akj)T
k.

But ∑
k∈N

Pk,j (a1, a2, ..., akj)T
k = λ̂j

(∑
i∈N

aiT
i

)
= λ̂j (u) ,
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so this becomes ∏
I∈Pj({1,2,...,m})

(
1 +

∏
i∈I

ui · T

)
= λ̂j (u) ,

and thus

λ̂j (u) =
∏

I∈Pj({1,2,...,m})

(
1 +

∏
i∈I

ui · T

)
= Π

(
K̃u,

[∏
i∈I

ui | I ∈ Pj ({1, 2, ...,m})

])

(by the definition of Π

(
K̃u,

[∏
i∈I
ui | I ∈ Pj ({1, 2, ...,m})

])
). This proves Theorem

5.3 (d).

Corollary 5.4. Let K be a ring. Let K̃ be a finite-free extension ring of
K. Let I be some finite set, and let Ti be a finite set for every i ∈ I. Let
ui,j be an element of K̃ for every i ∈ I and every j ∈ Ti. We will write
[ui,j | i ∈ I and j ∈ Ti] for the multiset formed by all these ui,j (where each
element occurs as often as it occurs among these ui,j).

(a) Then,∑̂
i∈I

Π
(
K̃, [ui,j | j ∈ Ti]

)
= Π

(
K̃, [ui,j | i ∈ I and j ∈ Ti]

)
.

Here, the sign
∑̂
i∈I

means a finite sum based on the addition +̂ of the ring

Λ (K) (for instance,
∑̂

i∈{1,2,3}
ai means a1+̂a2+̂a3 and not a1 + a2 + a3).

(b) Also,

∏̂
i∈I

Π
(
K̃, [ui,j | j ∈ Ti]

)
= Π

(
K̃,

[∏
i∈I

ui,ji | (ji)i∈I ∈
∏
i∈I

Ti

])
.

Here, the sign
∏̂
i∈I

means a finite product based on the multiplication ·̂ of

the ring Λ (K) (for instance,
∏̂

i∈{1,2,3}
ai means a1̂·a2̂·a3 and not a1 · a2 · a3).

Proof of Corollary 5.4. Part (a) follows by induction from Theorem 5.3 (b), and part
(b) follows by induction from Theorem 5.3 (c).

For later use, we restate parts (b), (c) and (d) of Theorem 5.3 in somewhat more
flexible notations (and in a slightly extended form). First, let us deal with Theorem
5.3 (b):

Theorem 5.3’ (b). LetK be a ring. Let u ∈ 1+K [T ]+ and v ∈ 1+K [T ]+.

Assume that u = Π
(
K̃u, [ui | i ∈ I]

)
for some

(
K̃u, [ui | i ∈ I]

)
∈ K int, and
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that v = Π
(
K̃v, [vj | j ∈ J ]

)
for some

(
K̃v, [vj | j ∈ J ]

)
∈ K int. Let K̃ be

a finite-free extension ring of K such that K̃u and K̃v are subrings of K̃.

We have u+̂v = Π
(
K̃, [ui | i ∈ I] ∪ [vj | j ∈ J ]

)
. Here, for any two multi-

sets X and Y , we let X ∪ Y denote the multiset such that every object z
satisfies

(the multiplicity of z in X ∪ Y )

= (the multiplicity of z in X) + (the multiplicity of z in Y ) .

Proof of Theorem 5.3’ (b). The set I is a finite set used merely for labelling. Hence,
we can WLOG assume that I = {1, 2, . . . ,m} for some m ∈ N. Assume this; thus,

[ui | i ∈ I] = [u1, u2, . . . , um]. Hence, u = Π
(
K̃u, [ui | i ∈ I]

)
rewrites as

u = Π
(
K̃u, [u1, u2, . . . , um]

)
.

The set J is a finite set used merely for labelling. Hence, we can WLOG assume
that J = {1, 2, . . . , n} for some n ∈ N. Assume this; thus, [vj | j ∈ J ] = [v1, v2, ..., vn].

Hence, v = Π
(
K̃v, [vj | j ∈ J ]

)
rewrites as v = Π

(
K̃v, [v1, v2, ..., vn]

)
.

From [ui | i ∈ I] = [u1, u2, . . . , um] and [vj | j ∈ J ] = [v1, v2, ..., vn], we obtain

[ui | i ∈ I] ∪ [vj | j ∈ J ] = [u1, u2, . . . , um] ∪ [v1, v2, ..., vn]

= [u1, u2, ..., um, v1, v2, ..., vn] . (24)

But Theorem 5.3 (b) shows that u+̂v = Π
(
K̃, [u1, u2, ..., um, v1, v2, ..., vn]

)
. In view

of (24), this rewrites as u+̂v = Π
(
K̃, [ui | i ∈ I] ∪ [vj | j ∈ J ]

)
. This proves Theorem

5.3’ (b).

Theorem 5.3’ (c). Let K be a ring. Let u ∈ 1+K [T ]+ and v ∈ 1+K [T ]+.

Assume that u = Π
(
K̃u, [ui | i ∈ I]

)
for some

(
K̃u, [ui | i ∈ I]

)
∈ K int, and

that v = Π
(
K̃v, [vj | j ∈ J ]

)
for some

(
K̃v, [vj | j ∈ J ]

)
∈ K int. Let K̃ be

a finite-free extension ring of K such that K̃u and K̃v are subrings of K̃.

We have û·v = Π
(
K̃, [uivj | (i, j) ∈ I × J ]

)
Proof of Theorem 5.3’ (c). We can derive Theorem 5.3’ (c) from Theorem 5.3 (c) in
the same way as Theorem 5.3’ (b) was derived from Theorem 5.3 (b).

Finally, let us restate Theorem 5.3 (d):

Theorem 5.3’ (d). Let K be a ring. Let w ∈ 1 + K [T ]+. Assume that

w = Π
(
K̃, [w` | ` ∈ L]

)
for some

(
K̃, [w` | ` ∈ L]

)
∈ K int. Let k ∈ N.

Then,

λ̂k (w) = Π

(
K̃,

[∏
`∈S

w` | S ∈ Pk (L)

])
.
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Proof of Theorem 5.3’ (d). Since L is a finite set used only for labelling, we can WLOG

assume that L = {1, 2, ...,m} for some m ∈ N. Thus, w = Π
(
K̃, [w` | ` ∈ L]

)
rewrites

as w = Π
(
K̃, [w` | ` ∈ {1, 2, ...,m}]

)
= Π

(
K̃, [w1, w2, ..., wm]

)
. Hence, we can apply

Theorem 5.3 (d) to u = w, j = k, K̃u = K̃, and u` = w`
32, and obtain

λ̂k (w) = Π

K̃,
∏
i∈I

wi | I ∈ Pk

{1, 2, ...,m}︸ ︷︷ ︸
=L

 = Π

(
K̃,

[∏
i∈I

wi | I ∈ Pk (L)

])

= Π

(
K̃,

[∏
`∈S

w` | S ∈ Pk (L)

])

(here, we renamed i and I as ` and S). This proves Theorem 5.3’ (d).

5.5. Preparing for the proof of Theorem 5.1: the (T )-topology

We are approaching the proof of Theorem 5.1. The idea of the proof is: We have to show
some identities for elements of 1 + K [[T ]]+ (such as associativity of multiplication).
Computing with elements of 1+K [[T ]]+ can be difficult, but computing with elements
of 1 + K [T ]+ is rather easy thanks to Theorem 5.3. Hence, we are going to reduce
Theorem 5.1 to the case when our elements are in 1+K [T ]+. The reader is encouraged
to try doing this on his own. In practice, it is a matter of noticing that for every
k ∈ N, only the first so and so many coefficients of the power series u and v matter
when computing the k-th coefficient of û·v (for instance), and thus we can truncate
the power series at these coefficients, thus turning it into a polynomial. The abstract
algebraical way to formulate this argument is by introducing the so-called (T )-topology
(also called the (T )-adic topology) on K [[T ]]:

Definition. Let K be a ring. As a K-module, K [[T ]] =
∏
k∈N

KT k. Now,

we define the so-called (T )-topology on the ring K [[T ]] as the topology
generated by {

u+ TNK [[T ]] | u ∈ K [[T ]] and N ∈ N
}
.

In other words, the open sets of this topology should be all translates33

of the K-submodules TNK [[T ]] for N ∈ N, as well as the unions of these
translates34. (Note that, for each N ∈ N, the set TNK [[T ]] is actually an

32To be fully precise, we also need to specify v,
(
K̃v, [v1, v2, . . . , vn]

)
and K̃u,v in order to apply

Theorem 5.3 (d). But v and
(
K̃v, [v1, v2, . . . , vn]

)
have not been used in the proof of Theorem 5.3

(d), and K̃u,v can just be taken to be K̃.
33The notion of a “translate” is defined as follows: If A is an additive group and B is a subset of A,

then a translate of B (in A) means a subset of A having the form

a+B = {a+ b | b ∈ B}

for some a ∈ A.
34This includes the empty union, which is ∅.
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ideal of K [[T ]], and consists of all power series f ∈ K [[T ]] whose coef-
ficients before T 0, T 1, . . . , TN−1 all vanish. This ideal TNK [[T ]] can also
be described as the N -th power of the ideal TK [[T ]]; therefore, the (T )-
topology on K [[T ]] is precisely the so-called TK [[T ]]-adic topology. Also
note that every translate of the submodule TNK [[T ]] for N ∈ N actually
has the form p + TNK [[T ]] for a polynomial p ∈ K [T ] of degree < N ,
and this polynomial is uniquely determined.) It is well-known that the
(T )-topology makes K [[T ]] into a topological ring.

This (T )-topology is a particular case of several known constructions; for example,
a similar way exists to define a topology on the completion of any graded ring, or on a
ring with a given ideal, or on the ring with a given sequence of ideals satisfying certain
properties. We will need only the (T )-topology, however.

Now, an easy fact:

Theorem 5.5. Let K be a ring. The (T )-topology on the ring K [[T ]]
restricts to a topology on its subset 1 +K [[T ]]+; we call this topology the
(T )-topology again. Whenever we say “open”, “continuous”, “dense”, etc.,
we are referring to this topology.

(a) The subset 1 +K [T ]+ is dense in 1 +K [[T ]]+.

(b) Let f : 1 +K [[T ]]+ → 1 +K [[T ]]+ be a map such that for every n ∈ N
there exists some N ∈ N such that the first n coefficients of the image of a
formal power series under f depend only on the first N coefficients of the
series itself (and not on the remaining ones). Then, f is continuous.

(c) Let g :
(
1 +K [[T ]]+

)
×
(
1 +K [[T ]]+

)
→ 1 + K [[T ]]+ be a map such

that for every n ∈ N there exists some N ∈ N such that the first n coef-
ficients of the image of a pair of formal power series under f depend only
on the first N coefficients of the two series itself (and not on the remaining
ones). Then, g is continuous.

(d) The map(
1 +K [[T ]]+

)
×
(
1 +K [[T ]]+

)
→ 1 +K [[T ]]+ ,

(u, v) 7→ u+̂v,

the map (
1 +K [[T ]]+

)
×
(
1 +K [[T ]]+

)
→ 1 +K [[T ]]+ ,

(u, v) 7→ u−̂v,

the map (
1 +K [[T ]]+

)
×
(
1 +K [[T ]]+

)
→ 1 +K [[T ]]+ ,

(u, v) 7→ û·v,

and the map λ̂j : 1+K [[T ]]+ → 1+K [[T ]]+ for every j ∈ N are continuous.

(e) The topological spaces K [[T ]] and 1 +K [[T ]]+ are Hausdorff spaces.
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Note that Theorem 5.5 (d) yields that any finite compositions of the maps +̂, −̂, ·̂ and

λ̂j are continuous (since finite compositions of continuous functions are continuous). In
particular, any polynomial with integral coefficients acts on 1+K [[T ]]+ as a continuous
map.

Proof of Theorem 5.5. (a) and (e) are done in any commutative algebra book such as
[AtiMac69, Chapter 10].

(b) and (c) are basic exercises in topology.

(d) follows from (b) and (c) together with the definitions of +̂, ·̂ and λ̂j.

5.6. Proof of Theorem 5.1

Now it comes:

Proof of Theorem 5.1. (a) We have to prove the ring axioms for
(
1 +K [[T ]]+ , +̂, ·̂

)
(including the unity axiom for 1 +T ). There are several axioms to be checked, but the
idea is always the same, so we will only check the associativity of ·̂ and leave the rest
to the reader.

In order to prove that the operation ·̂ is associative, we must show that û· (v̂·w) =
(û·v) ·̂w for all u, v, w ∈ 1 +K [[T ]]+. Since the operation ·̂ is continuous (by Theorem
5.5 (d)), and since 1 +K [T ]+ is a dense subset of 1 +K [[T ]]+ (by Theorem 5.5 (a)),
this needs only to be shown for all u, v, w ∈ 1 + K [T ]+. 35 So let us assume that
u, v, w ∈ 1 +K [T ]+. Recall that the map Π is surjective. Hence, there exist

• some
(
K̃u, [u1, u2, ..., um]

)
∈ K int such that u = Π

(
K̃u, [u1, u2, ..., um]

)
,

• some
(
K̃v, [v1, v2, ..., vn]

)
∈ K int such that v = Π

(
K̃v, [v1, v2, ..., vn]

)
,

• some
(
K̃w, [w1, w2, ..., w`]

)
∈ K int such that w = Π

(
K̃w, [w1, w2, ..., w`]

)
.

Consider these elements of K int. Notice that

u = Π

K̃u, [u1, u2, ..., um]︸ ︷︷ ︸
=[ui|i∈{1,2,...,m}]

 = Π
(
K̃u, [ui | i ∈ {1, 2, . . . ,m}]

)

and

w = Π

K̃w, [w1, w2, ..., w`]︸ ︷︷ ︸
=[wk|k∈{1,2,...,`}]

 = Π
(
K̃w, [wk | k ∈ {1, 2, . . . , `}]

)
.

Let L = K̃u ⊗ K̃v ⊗ K̃w. Clearly, L is a finite-free K-module (since it is the tensor

product of the finite-free K-modules K̃u, K̃v, K̃w). We identify the rings K̃u, K̃v, K̃w

with the subrings K̃u ⊗ 1⊗ 1, 1⊗ K̃v ⊗ 1, 1⊗ 1⊗ K̃w of the ring L = K̃u ⊗ K̃v ⊗ K̃w,

35At this point, we are actually also using Theorem 5.5 (e). In fact, what we are using is the fact
that if two continuous maps from a topological space P to a Hausdorff topological space Q are
equal to each other on a dense subset of P, then they are equal to each other on the whole P.
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respectively36. This way, L becomes a finite-free extension ring of K which contains
all three rings K̃u, K̃v, K̃w as subrings. Now, Theorem 5.3 (c) yields

û·v = Π (L, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]) .

Hence, Theorem 5.3’ (c) (applied to û·v, w, L, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}],
K̃w, [wk | k ∈ {1, 2, . . . , `}] and L instead of u, v, K̃u, [ui | i ∈ I], K̃v, [vj | j ∈ J ] and

K̃) yields

(û·v) ·̂w = Π (L, [(uivj)wk | ((i, j) , k) ∈ ({1, 2, ...,m} × {1, 2, ..., n})× {1, 2, ..., `}]) .

Also, Theorem 5.3 (c) (applied to v, w, K̃v, [v1, v2, . . . , vn], K̃w, [w1, w2, . . . , w`] and

L instead of u, v, K̃u, [u1, u2, . . . , um], K̃v, [v1, v2, . . . , vn] and K̃u,v) yields

v̂·w = Π (L, [vjwk | (j, k) ∈ {1, 2, ..., n} × {1, 2, ..., `}]) .

Hence, Theorem 5.3’ (c) (applied to u, v̂·w, K̃u, [ui | i ∈ I], L, [vjwk | (j, k) ∈ {1, 2, ..., n} × {1, 2, ..., `}]
and L instead of u, v, K̃u, [ui | i ∈ I], K̃v, [vj | j ∈ J ] and K̃) yields

û· (v̂·w) = Π (L, [ui (vjwk) | (i, (j, k)) ∈ {1, 2, ...,m} × ({1, 2, ..., n} × {1, 2, ..., `})]) .

But there is a canonical isomorphism of sets

({1, 2, ...,m} × {1, 2, ..., n})× {1, 2, ..., `} → {1, 2, ...,m} × ({1, 2, ..., n} × {1, 2, ..., `}) ,

mapping every ((i, j) , k) to (i, (j, k)). Hence,

Π (L, [(uivj)wk | ((i, j) , k) ∈ ({1, 2, ...,m} × {1, 2, ..., n})× {1, 2, ..., `}])

= Π

L,
(uivj)wk︸ ︷︷ ︸

=ui(vjwk)

| (i, (j, k)) ∈ {1, 2, ...,m} × ({1, 2, ..., n} × {1, 2, ..., `})




= Π (L, [ui (vjwk) | (i, (j, k)) ∈ {1, 2, ...,m} × ({1, 2, ..., n} × {1, 2, ..., `})]) .

Thus,

(û·v) ·̂w = Π (L, [(uivj)wk | ((i, j) , k) ∈ ({1, 2, ...,m} × {1, 2, ..., n})× {1, 2, ..., `}])
= Π (L, [ui (vjwk) | (i, (j, k)) ∈ {1, 2, ...,m} × ({1, 2, ..., n} × {1, 2, ..., `})])
= û· (v̂·w) .

This proves the associativity of the operation ·̂. As I said above, the other ring axioms
can be proven similarly, so we can consider Theorem 5.1 (a) as proven.

(b) It is easy to see that

λ̂0 (x) = 1 + T =
(
the multiplicative unity of the ring

(
1 +K [[T ]]+ , +̂, ·̂

))
36This is legitimate, because the canonical ring homomorphisms K̃u ⊗ 1 ⊗ 1 → K̃u ⊗ K̃v ⊗ K̃w,

1⊗K̃v⊗1→ K̃u⊗K̃v⊗K̃w and 1⊗1⊗K̃w → K̃u⊗K̃v⊗K̃w are injective (indeed, the K-modules

K̃u, K̃v and K̃w are finite free, and therefore tensoring with each of these K-modules is an exact
functor).
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and
λ̂1 (x) = x

for every x ∈ Λ (K). It now remains to prove that

λ̂j
(
u+̂v

)
=

ĵ∑
i=0

λ̂i (u) ·̂λ̂j−i (v) (25)

for every j ∈ N, u ∈ Λ (K) and v ∈ Λ (K). Here, the sign
ĵ∑
i=0

means that the summation

is based on the addition +̂ of the ring Λ (K).
Let us fix some j ∈ N. Since the addition +̂, the multiplication ·̂ and the map

λ̂i for every i ∈ N are continuous (by Theorem 5.5 (d)), and since 1 + K [T ]+ is a
dense subset of 1 + K [[T ]]+ (by Theorem 5.5 (a)), we only need to check (25) for
all u, v ∈ 1 + K [T ]+. So let us assume that u, v ∈ 1 + K [T ]+. Then, there exist

some
(
K̃u, [u1, u2, ..., um]

)
∈ K int such that u = Π

(
K̃u, [u1, u2, ..., um]

)
, and some(

K̃v, [v1, v2, ..., vn]
)
∈ K int such that v = Π

(
K̃v, [v1, v2, ..., vn]

)
. Let K̃u,v be a finite-

free extension ring ofK which contains both K̃u and K̃v as subrings. (Such an extension
ring exists, as was proven in Theorem 5.3 (a).) Theorem 5.3 (b) yields

u+̂v = Π
(
K̃u,v, [u1, u2, ..., um, v1, v2, ..., vn]

)
.

In other words, if we define m+ n elements w1, w2, ..., wm+n by

wi =

{
ui, if i ≤ m;
vi−m, if i > m

for every i ∈ {1, 2, ...,m+ n} ,

then
u+̂v = Π

(
K̃u,v, [w1, w2, ..., wm+n]

)
.

Thus, Theorem 5.3 (d) yields

λ̂j
(
u+̂v

)
= Π

(
K̃u,v,

[∏
i∈I

wi | I ∈ Pj ({1, 2, ...,m+ n})

])
.
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But since[∏
i∈I

wi | I ∈ Pj ({1, 2, ...,m+ n})

]

=

[∏
γ∈I

wγ | I ∈ Pj ({1, 2, ...,m+ n})

]

=

[ ∏
γ∈J∪K′

wγ | i ∈ {0, 1, ..., j} , J ∈ Pi ({1, 2, ...,m}) , K ′ ∈ Pj−i ({m+ 1,m+ 2, ...,m+ n})

]


because every set I ∈ Pj ({1, 2, ...,m+ n}) can be uniquely
written as a union J ∪K ′ of two sets J ∈ Pi ({1, 2, ...,m}) and
K ′ ∈ Pj−i ({m+ 1,m+ 2, ...,m+ n}) for some i ∈ {0, 1, ..., j}

(namely, these two sets are J = I ∩ {1, 2, ...,m} and
K ′ = I ∩ {m+ 1,m+ 2, ...,m+ n} , and i is the cardinality of J)


=

[∏
α∈J

wα
∏
β∈K′

wβ | i ∈ {0, 1, ..., j} , J ∈ Pi ({1, 2, ...,m}) , K ′ ∈ Pj−i ({m+ 1,m+ 2, ...,m+ n})

]
(

since
∏

γ∈J∪K′
wγ =

∏
α∈J

wα
∏
β∈K′

wβ (because J ∩K ′ = ∅)

)

=

[∏
α∈J

wα
∏
β∈M

wm+β | i ∈ {0, 1, ..., j} , J ∈ Pi ({1, 2, ...,m}) , M ∈ Pj−i ({1, 2, ..., n})

]
(here, we have substituted M = {u−m | u ∈ K ′} for K ′)

=

[∏
α∈J

uα
∏
β∈M

vβ | i ∈ {0, 1, ..., j} , J ∈ Pi ({1, 2, ...,m}) , M ∈ Pj−i ({1, 2, ..., n})

]
(

since wi =

{
ui, if i ≤ m;
vi−m, if i > m

)
,
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this becomes

λ̂j
(
u+̂v

)
= Π

(
K̃u,v,

[∏
α∈J

uα
∏
β∈M

vβ | i ∈ {0, 1, ..., j} , J ∈ Pi ({1, 2, ...,m}) , M ∈ Pj−i ({1, 2, ..., n})

])

=

ĵ∑
i=0

Π

(
K̃u,v,

[∏
α∈J

uα
∏
β∈M

vβ | J ∈ Pi ({1, 2, ...,m}) , M ∈ Pj−i ({1, 2, ..., n})

])
︸ ︷︷ ︸

=Π

(
K̃u,

[ ∏
α∈J

uα | J∈Pi({1,2,...,m})
])̂
·Π
(
K̃v ,

[ ∏
β∈M

vβ | M∈Pj−i({1,2,...,n})
])

(by Theorem 5.3’ (c))

(by Corollary 5.4 (a))

=

ĵ∑
i=0

Π

(
K̃u,

[∏
α∈J

uα | J ∈ Pi ({1, 2, ...,m})

])
︸ ︷︷ ︸

=λ̂i(u)
(by Theorem 5.3 (d))

·̂Π

(
K̃v,

[∏
β∈M

vβ | M ∈ Pj−i ({1, 2, ..., n})

])
︸ ︷︷ ︸

=λ̂j−i(v)
(by Theorem 5.3 (d))

=

ĵ∑
i=0

λ̂i (u) ·̂λ̂j−i (v) ,

proving (25). Theorem 5.1 (b) is proven.

5.7. λT : K → Λ (K) is an additive group homomorphism

The following trivial fact is a foreshadowing of the notion of “special λ-rings”:

Theorem 5.6. Let
(
K, (λi)i∈N

)
be a λ-ring. Consider the map λT : K →

Λ (K) defined by

λT (x) =
∑
i∈N

λi (x)T i for every x ∈ K.

Then, λT is an additive group homomorphism (where the additive group
structure on Λ (K) is given by +̂).

Proof of Theorem 5.6. The map λT is well-defined (i. e. every x ∈ K satisfies
∑
i∈N

λi (x)T i ∈

Λ (K)) because λ0 (x) = 1 for every x ∈ K. The assertion that λT is an additive
group homomorphism follows from Theorem 2.1 (b) (because as an additive group,
Λ (K) =

(
Λ (K) , +̂

)
= (Λ (K) , ·)). Theorem 5.6 is thus proven.

While Theorem 5.6 says that λT is an additive group homomorphism, it is not in
general a ring homomorphism. But for many λ-rings K, it is one - and even a λ-ring
homomorphism. These λ-rings will be studied in the next Section.
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5.8. On the evaluation (substitution) map

The following properties of the map ev defined in Section 3 will turn out useful to us
later:

Theorem 5.7. Let K be a ring.

(a) For every µ ∈ K, the map evµT : K [[T ]]→ K [[T ]] is continuous (with
respect to the (T )-topology).

(b) Let u ∈ 1 +K [T ]+. Assume that u = Π
(
K̃u, [u1, u2, ..., um]

)
for some(

K̃u, [u1, u2, ..., um]
)
∈ K int. Let µ ∈ K. Then, evµT (u) = Π

(
K̃u, [µu1, µu2, ..., µum]

)
=

Π
(
K̃u, [µui | i ∈ {1, 2, ...,m}]

)
.

(c) Let u ∈ Λ (K) and v ∈ Λ (K). Let µ ∈ K. Then, evµT (u) +̂ evµT (v) =
evµT

(
u+̂v

)
.

(d) Let u ∈ Λ (K) and v ∈ Λ (K). Let µ ∈ K and ν ∈ K. Then,
evµT (u) ·̂ evνT (v) = evµνT (û·v).

(e) Let u ∈ Λ (K). Let µ ∈ K. Let k ∈ N. Then, λ̂k (evµT (u)) =

evµkT

(
λ̂k (u)

)
.

Proof of Theorem 5.7. (a) Obvious from Theorem 5.5 (b) (or, more precisely, from
the assertion you get if you replace 1 + K [[T ]]+ by K [[T ]] in Theorem 5.5 (b); but
this assertion is proven in the same way as Theorem 5.5 (b)).

(b) By assumption, u = Π
(
K̃u, [u1, u2, ..., um]

)
=

m∏
i=1

(1 + uiT ), so that

evµT (u) =
m∏
i=1

(1 + uiµT ) =
m∏
i=1

(1 + µuiT ) = Π
(
K̃u, [µu1, µu2, ..., µum]

)
,

and Theorem 5.7 (b) is proven.
(d) Since the operation ·̂ and the maps evµT , evνT and evµνT are continuous (by

Theorem 5.5 (d) and Theorem 5.7 (a)), and 1+K [T ]+ is a dense subset of 1+K [[T ]]+

(by Theorem 5.5 (a)), this needs only to be shown for all u, v ∈ 1 + K [T ]+. So let

us assume that u, v ∈ 1 +K [T ]+. Then, there exist some
(
K̃u, [u1, u2, ..., um]

)
∈ K int

such that u = Π
(
K̃u, [u1, u2, ..., um]

)
, and some

(
K̃v, [v1, v2, ..., vn]

)
∈ K int such that

v = Π
(
K̃v, [v1, v2, ..., vn]

)
. Theorem 5.3 (a) says that there exists an extension ring

K̃u,v containing both K̃u and K̃v as subrings. Now, Theorem 5.3 (c) yields û·v =

Π
(
K̃u,v, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
, so that Theorem 5.7 (b) gives us

evµνT (û·v) = Π
(
K̃u,v, [µνuivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
= Π

(
K̃u,v, [µui · νvj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
.
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On the other hand, Theorem 5.7 (b) yields evµT (u) = Π
(
K̃u, [µu1, µu2, ..., µum]

)
and (similarly) evνT (v) = Π

(
K̃v, [νv1, νv2, ..., νvn]

)
. Thus, Theorem 5.3 (c) yields

evµT (u) ·̂ evνT (v) = Π
(
K̃u,v, [µui · νvj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
.

Hence, evµT (u) ·̂ evνT (v) = evµνT (û·v). This proves Theorem 5.7 (d).
(c) We can prove Theorem 5.7 (c) similarly to our above proof of Theorem 5.7 (d).

However, there is also a much simpler proof of Theorem 5.7 (c): Since evµT is a ring
homomorphism, we have evµT (u) ·evνT (v) = evµT (u · v). Since +̂ is the multiplication
on 1+K [[T ]]+, this rewrites as evµT (u) +̂ evµT (v) = evµT

(
u+̂v

)
. This proves Theorem

5.7 (c).

(e) Since the maps λ̂k and evµT and evµkT are continuous (by Theorem 5.5 (d) and

Theorem 5.7 (a)), and 1 + K [T ]+ is a dense subset of 1 + K [[T ]]+ (by Theorem 5.5
(a)), this needs only to be shown for all u ∈ 1 + K [T ]+. So, from now on we assume

that u ∈ 1 + K [T ]+. Then, there exists some
(
K̃u, [u1, u2, ..., um]

)
∈ K int such that

u = Π
(
K̃u, [u1, u2, ..., um]

)
. Theorem 5.3 (d) then yields

λ̂k (u) = Π

(
K̃u,

[∏
i∈I

ui | I ∈ Pk ({1, 2, ...,m})

])
=

∏
I∈Pk({1,2,...,m})

(
1 +

∏
i∈I

ui · T

)
,

so that

evµkT

(
λ̂k (u)

)
=

∏
I∈Pk({1,2,...,m})

(
1 +

∏
i∈I

ui · µkT

)
=

∏
I∈Pk({1,2,...,m})

(
1 +

∏
i∈I

(µui) · T

)

= Π

(
K̃u,

[∏
i∈I

(µui) | I ∈ Pk ({1, 2, ...,m})

])
.

On the other hand, Theorem 5.7 (b) yields evµT (u) = Π
(
K̃u, [µu1, µu2, ..., µum]

)
and

thus, by Theorem 5.3 (d) again,

λ̂k (evµT (u)) = Π

(
K̃u,

[∏
i∈I

(µui) | I ∈ Pk ({1, 2, ...,m})

])
,

so that we conclude λ̂k (evµT (u)) = evµkT

(
λ̂k (u)

)
, and Theorem 5.7 (e) is proven.

5.9. The functor Λ

Finally, a small definition that turns Λ into a functor:

Definition. Every homomorphism ϕ : K → L of rings canonically induces
a λ-ring homomorphism Λ (K)→ Λ (L) (which sends every

∑
i∈N

aiT
i ∈ Λ (K)

to
∑
i∈N

ϕ (ai)T
i ∈ Λ (L)). This homomorphism Λ (K) → Λ (L) will be de-

noted by Λ (ϕ).
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It is easy to see that this Λ (ϕ) indeed is a λ-ring homomorphism.37 Besides, it has
some obvious properties: If ϕ is surjective, then so is Λ (ϕ). If ϕ is injective, then Λ (ϕ)
is injective as well; thus, if L is an extension ring of K, then Λ (L) can be canonically
considered an extension ring of Λ (K).

5.10. Exercises

Exercise 5.1. Let K be a ring. For every monic polynomial P ∈ K [T ],
there exists a finite-free extension ring KP of the ring K and n elements p1,

p2, ..., pn of this extension ring KP such that P =
n∏
i=1

(T − pi) in KP [T ],

where n = degP .
[This exercise is a particular case of [Laksov09, Theorem 5.5], and (more

generally) a simple corollary of Laksov’s theory of splitting algebras.]
Exercise 5.2. Let L be a ring. Let n ∈ N, let a0, a1, ..., an be some

elements of L, and let p1, p2, ..., pn be some elements of L.

(a) If
n∑
i=0

an−iT
i =

n∏
i=1

(pi + T ) in the polynomial ring L [T ], then prove

that
n∑
i=0

aiT
i =

n∏
i=1

(1 + piT ).

(b) If
n∑
i=0

aiT
i =

n∏
i=1

(1 + piT ) in the polynomial ring L [T ], then prove

that
n∑
i=0

an−iT
i =

n∏
i=1

(pi + T ).

Exercise 5.3. Let K be a ring. Let p be an element of K. Let P ∈ K [T ]
be a monic polynomial such that P (p) = 0. Let n = degP . Then, there
exists a finite-free extension ring K ′P of the ring K and n elements p1, p2,

..., pn of this extension ring K ′P such that P =
n∏
i=1

(T − pi) in K ′P [T ] and

such that p = pn.
Exercise 5.4. Let K be a ring, and L an extension ring of K. For some

n ∈ N, an element u of L is said to be n-integral over K if there exists a
monic polynomial P ∈ K [T ] such that degP = n and P (u) = 0.

Let n ∈ N and m ∈ N. Let α and β be two elements of L such that α is
n-integral over K and β is m-integral over K. Prove that αβ is nm-integral
over K.

[This is a known fact, but it turns out to also be a corollary of our
construction of the polynomials Pk further above.]

Exercise 5.5. Let K be a ring, and I be an ideal of K. Let I [[T ]] denote
the K-submodule{∑

i∈N

aiT
i ∈ K [[T ]] | ai ∈ I for all i

}
= {p ∈ K [[T ]] | p is a power series with all its coefficients lying in I}

37Basically, this is because the Pk and Pk,j are polynomials, and polynomials commute with ring
homomorphisms.
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of K [[T ]]. Let I [[T ]]+ denote the subset

TI [[T ]] =

{∑
i∈N

aiT
i ∈ I [[T ]] | ai ∈ I for all i, and a0 = 0

}
= {p ∈ I [[T ]] | p is a power series with constant term 0}

of I [[T ]]. Consider the subset 1 + I [[T ]]+ of 1 + K [[T ]]+ = Λ (K). 38

Prove the following:
(a) We have 1+I [[T ]]+ = Ker (Λ (π)), where π is the canonical projection

K → K�I.
(b) The set 1 + I [[T ]]+ is a λ-ideal of the λ-ring Λ (K).

6. Special λ-rings

6.1. Definition

Now we will define a particular subclass of λ-rings that we will be interested in from
now on:

Definition. 1) Let
(
K, (λi)i∈N

)
be a λ-ring. The map λT defined in The-

orem 5.6 is an additive group homomorphism (by Theorem 5.6). We call(
K, (λi)i∈N

)
a special λ-ring if this map λT :

(
K, (λi)i∈N

)
→
(

Λ (K) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism.

2) Let
(
K, (λi)i∈N

)
be a λ-ring. Let L be a sub-λ-ring ofK. If

(
L, (λi |L)i∈N

)
is a special λ-ring, then we call L a special sub-λ-ring of K.

A different, more down-to-earth characterization of special λ-rings:

Theorem 6.1. Let
(
K, (λi)i∈N

)
be a λ-ring.

Then,
(
K, (λi)i∈N

)
is a special λ-ring if and only if

λk (xy) = Pk
(
λ1 (x) , λ2 (x) , ..., λk (x) , λ1 (y) , λ2 (y) , ..., λk (y)

)
for every k ∈ N, x ∈ K and y ∈ K (26)

and

λk
(
λj (x)

)
= Pk,j

(
λ1 (x) , λ2 (x) , ..., λkj (x)

)
for every k ∈ N, j ∈ N and x ∈ K. (27)

Proof of Theorem 6.1. According to the preceding definition,
(
K, (λi)i∈N

)
is a special

λ-ring if and only if the map λT is a λ-ring homomorphism. This map is always an

38Notice that I [[T ]]
+ 6= I ·

(
K [[T ]]

+
)

in general!
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additive group homomorphism (by Theorem 5.6); hence, it is a λ-ring homomorphism
if and only if it satisfies the three conditions

λT (xy) = λT (x) ·̂λT (y) for every x ∈ K and y ∈ K,
λT (1) = 1 + T, and

λT
(
λj (x)

)
= λ̂j (λT (x)) for every j ∈ N and x ∈ K

(note that 1 + T is the multiplicative unity of Λ (K)). The second of these three

conditions actually follows from the third one (since λT (λj (x)) = λ̂j (λT (x)), applied
to j = 0, yields λT (1) = 1 + T ), so we see that the map λT is a λ-ring homomorphism
if and only if it satisfies the two conditions

λT (xy) = λT (x) ·̂λT (y) for every x ∈ K and y ∈ K, and

λT
(
λj (x)

)
= λ̂j (λT (x)) for every j ∈ N and x ∈ K.

But these two conditions are equivalent to (26) and (27), respectively (because of

the definitions of ·̂ and λ̂j and because two formal power series are equal if and only if
their respective coefficients are equal). This proves Theorem 6.1.

6.2. Λ (K) is special

Theorem 6.2 (Grothendieck). LetK be a ring. Then,
(

Λ (K) ,
(
λ̂i
)
i∈N

)
is a special λ-ring.

Proof of Theorem 6.2. According to Theorem 6.1, we only have to prove that

λ̂k (û·v) = P̂k

(
λ̂1 (u) , λ̂2 (u) , ..., λ̂k (u) , λ̂1 (v) , λ̂2 (v) , ..., λ̂k (v)

)
for every k ∈ N, u ∈ Λ (K) and v ∈ Λ (K) , (28)

and

λ̂k
(
λ̂j (u)

)
= P̂k,j

(
λ̂1 (u) , λ̂2 (u) , ..., λ̂kj (u)

)
for every k ∈ N, j ∈ N and u ∈ Λ (K) . (29)

Here, we are using the following notation: If S ∈ Z [α1, α2, ..., αkj] is a polynomial,

then Ŝ
(
λ̂1 (u) , λ̂2 (u) , ..., λ̂kj (u)

)
denotes the polynomial S applied to λ̂1 (u), λ̂2 (u),

..., λ̂kj (u) as elements of the ring Λ (K) (and not as elements of the ring K [[T ]]).

For instance, if S = α1 + α2 + ... + αkj, then Ŝ
(
λ̂1 (u) , λ̂2 (u) , ..., λ̂kj (u)

)
means

λ̂1 (u) +̂λ̂2 (u) +̂...+̂λ̂kj (u) (and not λ̂1 (u) + λ̂2 (u) + ...+ λ̂kj (u), where + denotes the
addition in the ring K [[T ]]). This explains how the right hand sides of the equations
(28) and (29) should be understood.

Let us first prove (28): Since the subset 1 +K [T ]+ is dense in 1 +K [[T ]]+ = Λ (K)

(by Theorem 5.5 (a)), and since ·̂ and λ̂i are continuous (by Theorem 5.5 (d)), it
will be enough to verify (28) for u ∈ 1 + K [T ]+ and v ∈ 1 + K [T ]+. Then, there

exist some
(
K̃u, [u1, u2, ..., um]

)
∈ K int such that u = Π

(
K̃, [u1, u2, ..., um]

)
, and some
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(
K̃v, [v1, v2, ..., vn]

)
∈ K int such that v = Π

(
K̃, [v1, v2, ..., vn]

)
. By Theorem 5.3 (a),

there exists a finite-free extension ring K̃u,v of K which contains both K̃u and K̃v

as subrings. We replace K by K̃u,v now (silently using the obvious fact that the

injection K → K̃u,v canonically yields an injection Λ (K) → Λ
(
K̃u,v

)
). Hence, we

can now assume that u1, u2, ..., um, v1, v2, ..., vn all lie in K. Theorem 5.3 (c)

yields û·v = Π
(
K̃u,v, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
. Since we identified

K̃u,v with K, this becomes

û·v = Π (K, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]) .

Thus, Theorem 5.3’ (d) (applied to w = û·v, K̃ = K, L = {1, 2, ...,m} × {1, 2, ..., n}
and w(i,j) = uivj) yields

λ̂k (û·v) = Π

K,
 ∏

(i,j)∈S

uivj | S ∈ Pk ({1, 2, ...,m} × {1, 2, ..., n})

 .

There exists a ring homomorphism

Z [U1, U2, ..., Um, V1, V2, ..., Vn]→ Λ (K)

which maps Ui to 1+uiT for every i and Vj to 1+vjT for every j. This homomorphism
maps Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk to

∑̂
S⊆{1,2,...,m};
|S|=i

∏̂
k∈S

(1 + ukT )︸ ︷︷ ︸
=Π(K,[uk])

=
∑̂

S⊆{1,2,...,m};
|S|=i

∏̂
k∈S

Π (K, [uk])︸ ︷︷ ︸
=Π

(
K,

[ ∏
k∈S

uk

])
according to Corollary 5.4 (b)

=
∑̂

S⊆{1,2,...,m};
|S|=i

Π

(
K,

[∏
k∈S

uk

])

= Π

(
K,

[∏
k∈S

uk | S ⊆ {1, 2, ...,m} ; |S| = i

])

= Π

(
K,

[∏
k∈S

uk | S ∈ Pi ({1, 2, ...,m})

])
= λ̂i (u) (after Theorem 5.3 (d))

and Yj to λ̂j (v) for every j ∈ N (according to a similar argument). Hence, applying
this homomorphism to (20), we obtain∑̂

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

∏̂
(i,j)∈S

(1 + uiT ) ·̂ (1 + vjT )

= P̂k

(
λ̂1 (u) , λ̂2 (u) , ..., λ̂k (u) , λ̂1 (v) , λ̂2 (v) , ..., λ̂k (v)

)
.
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But combined with∑̂
S⊆{1,2,...,m}×{1,2,...,n};

|S|=k

∏̂
(i,j)∈S

(1 + uiT ) ·̂ (1 + vjT )︸ ︷︷ ︸
=Π(K,[ui])̂·Π(K,[vj ])

=Π(K,[uivj ]) after
Theorem 5.3 (c)

=
∑̂

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

∏̂
(i,j)∈S

Π (K, [uivj])︸ ︷︷ ︸
=Π

(
K,

[ ∏
(i,j)∈S

uivj

])
after Corollary 5.4 (b)

=
∑̂

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

Π

K,
 ∏

(i,j)∈S

uivj



= Π

K,
 ∏

(i,j)∈S

uivj | S ⊆ {1, 2, ...,m} × {1, 2, ..., n} ; |S| = k


(after Corollary 5.4 (a))

= Π

K,
 ∏

(i,j)∈S

uivj | S ∈ Pk ({1, 2, ...,m} × {1, 2, ..., n})


= λ̂k (û·v) ,

this yields

λ̂k (û·v) = P̂k

(
λ̂1 (u) , λ̂2 (u) , ..., λ̂k (u) , λ̂1 (v) , λ̂2 (v) , ..., λ̂k (v)

)
.

Thus, (28) is proven.
Next we are going to prove (29) (the argument will be similar to the above proof of

(28)):
Since the subset 1+K [T ]+ is dense in 1+K [[T ]]+ = Λ (K) (by Theorem 5.5 (a)), and

since all the λ̂i are continuous (by Theorem 5.5 (d)), it will be enough to verify (29) for

the case u ∈ 1+K [T ]+. But in this case, there exists some
(
K̃u, [u1, u2, ..., um]

)
∈ K int

such that u = Π
(
K̃, [u1, u2, ..., um]

)
. By definition, K̃u is a finite-free extension of K.

We replace K by K̃u now (silently using the obvious fact that the injection K → K̃u

canonically yields an injection Λ (K)→ Λ
(
K̃u

)
). Hence, we can now assume that u1,

u2, ..., um all lie inK. Theorem 5.3 (d) yields λ̂j (u) = Π

(
K̃u,

[∏
i∈I
ui | I ∈ Pj ({1, 2, ...,m})

])
.

Since we identified K̃u,v with K, this becomes

λ̂j (u) = Π

(
K,

[∏
i∈I

ui | I ∈ Pj ({1, 2, ...,m})

])
.

Thus, Theorem 5.3’ (d) (applied to w = λ̂j (u), K̃ = K, L = Pj ({1, 2, ...,m}) and
wI =

∏
i∈I
ui) yields

λ̂k
(
λ̂j (u)

)
= Π

(
K,

[∏
I∈S

∏
i∈I

ui | S ∈ Pk (Pj ({1, 2, ...,m}))

])
.
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There exists a ring homomorphism

Z [U1, U2, ..., Um]→ Λ (K)

which maps Ui to 1+uiT for every i. This homomorphism maps Xi =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

to λ̂i (u) 39. Hence, applying this homomorphism to (22), we obtain∑̂
S⊆Pj({1,2,...,m});

|S|=k

∏̂
I∈S

∏̂
i∈I

(1 + uiT ) = P̂k,j

(
λ̂1 (u) , λ̂2 (u) , ..., λ̂kj (u)

)
.

But combined with

∑̂
S⊆Pj({1,2,...,m});

|S|=k

∏̂
I∈S

∏̂
i∈I

(1 + uiT )︸ ︷︷ ︸
=Π

(
K,

[∏
i∈I

ui

])
after Corollary 5.4 (b)

=
∑̂

S⊆Pj({1,2,...,m});
|S|=k

∏̂
I∈S

Π

(
K,

[∏
i∈I

ui

])
︸ ︷︷ ︸

=Π

(
K,

[ ∏
I∈S

∏
i∈I

ui

])
after Corollary 5.4 (b)

=
∑̂

S⊆Pj({1,2,...,m});
|S|=k

Π

(
K,

[∏
I∈S

∏
i∈I

ui

])

= Π

(
K,

[∏
I∈S

∏
i∈I

ui | S ⊆ Pj ({1, 2, ...,m}) ; |S| = k

])
(after Corollary 5.4 (a))

= Π

(
K,

[∏
I∈S

∏
i∈I

ui | S ∈ Pk (Pj ({1, 2, ...,m}))

])
= λ̂k

(
λ̂j (u)

)
,

this becomes
λ̂k
(
λ̂j (u)

)
= P̂k,j

(
λ̂1 (u) , λ̂2 (u) , ..., λ̂kj (u)

)
.

Thus, we have verified (29). Theorem 6.2 is thus proven.

Theorem 6.1 gives us an alternative definition of special λ-rings via the polynomials
Pk and Pk,j. Why, then, did we define the notion of special λ-rings via the map

λT :
(
K, (λi)i∈N

)
→
(

Λ (K) ,
(
λ̂i
)
i∈N

)
rather than using Theorem 6.1? The reason is

that while Theorem 6.1 provides an easy-to-formulate definition of special λ-rings, it is

39This can be proven exactly in the same way as we have showed, during the proof of (28), that the
ring homomorphism

Z [U1, U2, ..., Um, V1, V2, ..., Vn]→ Λ (K)

which maps Ui to 1+uiT for every i and Vj to 1+vjT for every j must map Xi =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

to λ̂i (u) (where the notations are the ones we introduced in our above proof of (28)).
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rather hard to work with. In order to check that some given ring is a special λ-ring using
Theorem 6.1, we would have to prove the identities (26) and (27), which is a difficult
task since the polynomials Pk and Pk,j are very hard to compute explicitly. Using
the definition that we gave, we would instead have to check that λT :

(
K, (λi)i∈N

)
→(

Λ (K) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism, and this is often easier since Exercise 2.1

reduces this to checking some identity at Z-module generators of K.

6.3. Exercises

Exercise 6.1. LetK be a ring. Consider the localization
(
1 +K [T ]+

)−1
K [T ]

of the polynomial ring K [T ] at the multiplicatively closed subset 1+K [T ]+.
40 This localization

(
1 +K [T ]+

)−1
K [T ] can be considered a subring of

K [[T ]] (since K [T ] ⊆ K [[T ]], and every element of 1 +K [T ]+ is invertible

in K [[T ]]). Prove that the set
(
1 +K [T ]+

)−1
K [T ] ∩ Λ (K) is a special

sub-λ-ring of Λ (K).
Exercise 6.2. Let

(
K, (λi)i∈N

)
be a special λ-ring. Then, prove that:

(a) Every n ∈ Z and i ∈ N satisfy λi (n · 1) =

(
n

i

)
· 1, where 1 denotes

the unity of the ring K.
(b) None of the elements 1, 2, 3, ... of the ring K equals zero in K, unless

K is the trivial ring.
Exercise 6.3. Consider the ring Z [X]� (X2, 2X) = Z [x], where x de-

notes the residue class of X modulo the ideal (X2, 2X).
Define a map λT : Z [x]→ (Z [x]) [[T ]] by λT (a+ bx) = (1 + T )a (1 + xT )b

for every a ∈ Z and b ∈ Z.
Define a map λi : Z [x] → Z [x] for every i ∈ N through the condition

λT (x) =
∑
i∈N

λi (x)T i for every x ∈ Z [x].

Prove that
(
Z [x] , (λi)i∈N

)
is a special λ-ring. [This way, we see that the

additive group of a special λ-ring needs not be torsion-free.]
Exercise 6.4. Let

(
K, (λi)i∈N

)
be a λ-ring. Let E be a generating set of

the Z-module K.
Prove that the λ-ring

(
K, (λi)i∈N

)
is special if and only if it satisfies

λk (xy) = Pk
(
λ1 (x) , λ2 (x) , ..., λk (x) , λ1 (y) , λ2 (y) , ..., λk (y)

)
for every k ∈ N, x ∈ E and y ∈ E (30)

40When K is a field, this localization is simply the (local) ring of the (so-called) rational functions
in one variable over K which have no pole at 0. (Note that the term “rational function” is being
used here for an element of the quotient field Quot (K [T ]). This is the standard meaning that the
term “rational function” has in modern literature. This meaning is somewhat confusing: In fact,
rational functions are not functions in the standard meaning of this word; they induce functions
(although no functions on K, but instead only functions on an open subset of K), but even these
induced functions don’t determine them uniquely, so the word “function” in “rational function”
should not be taken literally. However, lacking a better word, everybody keeps calling the elements
of Quot (K [T ]) “rational functions”, and so do I.)
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and

λk
(
λj (x)

)
= Pk,j

(
λ1 (x) , λ2 (x) , ..., λkj (x)

)
for every k ∈ N, j ∈ N and x ∈ E. (31)

Exercise 6.5. Let K be a ring. Let i ∈ N. Define a mapping coeffi :
Λ (K)→ K by setting coeffi

(∑
j∈N

ajT
j

)
= ai

for every
∑
j∈N

ajT
j ∈ Λ (K) (with aj ∈ K for every j ∈ N)

 .

(In other words, coeffi is the mapping that takes a power series and returns
its coefficient before T i.)

Prove that

coeffi (u) = coeff1

(
λ̂i (u)

)
for every u ∈ Λ (K) .

Exercise 6.6. Let
(
K, (λi)i∈N

)
be a special λ-ring, and A be a ring. Let

ϕ : K → A be a ring homomorphism, and let coeffA1 : Λ (A) → A be

the mapping defined by coeffA1

(∑
j∈N

ajT
j

)
= a1 for every

∑
j∈N

ajT
j ∈ Λ (A)

(with aj ∈ A for every j ∈ N). (In other words, coeffA1 is the mapping that
takes a power series and returns its coefficient before T 1.)

As Theorem 5.1 (b) states,
(

Λ (A) ,
(
λ̂iA

)
i∈N

)
is a λ-ring, where the maps

λ̂iA : Λ (A)→ Λ (A) are defined in the same way as the maps λ̂i : Λ (K)→
Λ (K) (which we have defined in Section 5) but for the ring A instead of
K.

Prove that there exists one and only one λ-ring homomorphism ϕ̃ : K →
Λ (A) such that coeffA1 ◦ϕ̃ = ϕ.

Exercise 6.7. Let
(
K, (λi)i∈N

)
be a special λ-ring, and I be an ideal of

K. Let S be a subset of I which generates the ideal I. Assume that every
s ∈ S and every positive integer i satisfy λi (s) ∈ I. Then, prove that I is
a λ-ideal of K.

Exercise 6.8. Let K be a ring. For every i ∈ N, we define a mapping
Coeffi : K [[T ]]→ K by setting(

Coeffi (P ) = (the coefficient of P before T i)
for every power series P ∈ K [[T ]]

)
41. (In other words, Coeffi is the mapping that takes a power series and
returns its coefficient before T i.) 42

41Equivalently, Coeffi

(∑
j∈N

ajT
j

)
= ai for every

∑
j∈N

ajT
j ∈ K [[T ]] (with aj ∈ K for every j ∈ N).

42Note that we are denoting this mapping by Coeffi with a capital “C” to distinguish it from the
mapping coeffi defined in Exercise 6.5. This distinction is necessary because these two mappings
have different domains (namely, the map Coeffi is defined on all of K [[T ]], whereas the map coeffi
is defined only on Λ (K)).
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Let m ∈ N. For every i ∈ {1, 2, ...,m}, let Φi ∈ K [[T ]] be a power series.

(a) We have Coeff0

(
m∏
i=1

Φi

)
=

m∏
i=1

Coeff0 (Φi).

(b) Assume that Coeff0 (Φi) = 1 for every i ∈ {1, 2, ...,m}. Then,

Coeff0

(
m∏
i=1

Φi

)
= 1 and Coeff1

(
m∏
i=1

Φi

)
=

m∑
i=1

Coeff1 (Φi).

Exercise 6.9. Let K be a ring. For each i ∈ N, define the mapping
coeffi : Λ (K)→ K as in Exercise 6.5. Then, show that coeff1 : Λ (K)→ K
is a ring homomorphism43.

Exercise 6.10. In this exercise, the ⊗ sign shall always mean ⊗Z. Let A,
B and C be three rings. Let ι1 : A → A ⊗ B be the ring homomorphism
sending each a ∈ A to a ⊗ 1 ∈ A ⊗ B. Let ι2 : B → A ⊗ B be the ring
homomorphism sending each b ∈ B to 1⊗ b ∈ A⊗ B. Let α : A→ C and
β : B → C be two Z-module homomorphisms.

(a) There exists a unique Z-module homomorphism φ : A ⊗ B → C
satisfying

(φ (a⊗ b) = α (a) β (b) for every (a, b) ∈ A×B) .

(b) Assume that α and β are ring homomorphisms. Consider the unique
Z-module homomorphism φ : A⊗B → C constructed in Exercise 6.10 (a).
Then, this φ is a ring homomorphism and satisfies φ◦ ι1 = α and φ◦ ι2 = β.

[This exercise is not directly related to λ-rings; it is just a mostly trivial
fact that will be cited in the next exercise.]

Exercise 6.11. In this exercise, the ⊗ sign shall always mean ⊗Z. Let(
A, (λi)i∈N

)
and

(
B, (µi)i∈N

)
be two λ-rings. Define a map λT : A→ Λ (A)

by

λT (x) =
∑
i∈N

λi (x)T i for every x ∈ A.

Define a map µT : B → Λ (B) by

µT (x) =
∑
i∈N

µi (x)T i for every x ∈ B.

Notice that λT is an additive group homomorphism from A to Λ (A) (by
Theorem 5.6, applied to A instead of K), and thus a Z-module homomor-
phism. Similarly, µT is a Z-module homomorphism.

Let ι1 : A → A ⊗ B be the ring homomorphism sending each a ∈ A to
a ⊗ 1 ∈ A ⊗ B. Let ι2 : B → A ⊗ B be the ring homomorphism sending
each b ∈ B to 1 ⊗ b ∈ A ⊗ B. The ring homomorphisms ι1 : A → A ⊗ B
and ι2 : B → A ⊗ B canonically induce λ-ring homomorphisms Λ (ι1) :
Λ (A) → Λ (A⊗B) and Λ (ι2) : Λ (B) → Λ (A⊗B) (since Λ is a functor).
Exercise 6.10 (a) (applied to C = Λ (A⊗B), α = Λ (ι1) ◦ λT and β =
Λ (ι2)◦µT ) thus yields that there exists a unique Z-module homomorphism
φ : A⊗B → Λ (A⊗B) satisfying(

φ (a⊗ b) = (Λ (ι1) ◦ λT ) (a) ·̂ (Λ (ι2) ◦ µT ) (b)
for every (a, b) ∈ A×B

)
.

43but, generally, not a λ-ring homomorphism, even when
(
K,
(
λi
)
i∈N

)
is a special λ-ring!
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Let us denote this φ by τT . For every i ∈ N, we define a map τ i : A⊗B →
A ⊗ B as follows: For every c ∈ A ⊗ B, let τ i (c) be the coefficient of
the power series τT (c) ∈ Λ (A⊗B) ⊆ (A⊗B) [[T ]] before T i. Prove the
following facts:

(a) The pair
(
A⊗B, (τ i)i∈N

)
is a λ-ring.

(b) If
(
C, (νi)i∈N

)
is a special λ-ring, and if α :

(
A, (λi)i∈N

)
→
(
C, (νi)i∈N

)
and β :

(
B, (µi)i∈N

)
→
(
C, (νi)i∈N

)
are two λ-ring homomorphisms, then

the unique Z-module homomorphism φ : A⊗ B → C constructed in Exer-
cise 6.10 (a) is a λ-ring homomorphism

(
A⊗B, (τ i)i∈N

)
→
(
C, (νi)i∈N

)
.

(c) Assume that the λ-rings
(
A, (λi)i∈N

)
and

(
B, (µi)i∈N

)
are special.

Then, the map ι1 is a λ-ring homomorphism from
(
A, (λi)i∈N

)
to
(
A⊗B, (τ i)i∈N

)
,

and the map ι2 is a λ-ring homomorphism from
(
B, (µi)i∈N

)
to
(
A⊗B, (τ i)i∈N

)
.

(d) Assume that the λ-rings
(
A, (λi)i∈N

)
and

(
B, (µi)i∈N

)
are special.

Then, the λ-ring
(
A⊗B, (τ i)i∈N

)
is special.

7. Examples of special λ-rings

7.1. Binomial λ-rings

We have learned a lot of examples for λ-rings, but which of them are special? Of
course, the trivial ring 0 with the trivial maps λi : 0→ 0 is a special λ-ring. Also, we
know a vast class of special λ-rings from Theorem 6.2. Obviously, every sub-λ-ring of a
special λ-ring is special. On the other hand, the λ-ring

(
K, (λi)i∈N

)
defined in Exercise

3.3 (a) is not special unless p = 1. What happens to the other examples from Section
3?

Theorem 7.1. The λ-ring
(
Z, (λi)i∈N

)
defined in Theorem 3.1 is special.

Proof of Theorem 7.1. According to Theorem 6.1, we just have to verify the identities
(26) and (27) for K = Z. In other words, we have to prove that(

xy

k

)
= Pk

((
x

1

)
,

(
x

2

)
, ...,

(
x

k

)
,

(
y

1

)
,

(
y

2

)
, ...,

(
y

k

))
(32)

for every k ∈ N, x ∈ Z and y ∈ Z and((x
j

)
k

)
= Pk,j

((
x

1

)
,

(
x

2

)
, ...,

(
x

kj

))
(33)

for every k ∈ N, j ∈ N and x ∈ Z.
Let us prove (32): Fix k ∈ N. Then, (32) is a polynomial identity in x and in y.

Hence, (for the same reason as in the proof of Theorem 3.1) it is enough to prove
(32) for all natural x and y. In this case, let m = x and n = y. There exists a ring
homomorphism Z [U1, U2, ..., Um, V1, V2, ..., Vn] → Z mapping every Ui to 1 and every
Vj to 1. This homomorphism maps Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk to

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

1︸︷︷︸
=1

=
∑

S⊆{1,2,...,m};
|S|=i

1 =
∑

S∈Pi({1,2,...,m})

1 = |Pi ({1, 2, ...,m})| =
(
m

i

)
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for every i ∈ N, and (for similar reasons) maps Yj to

(
n

j

)
for every j ∈ N. Thus,

applying this homomorphism to the polynomial identity (20), we obtain∑
S⊆{1,2,...,m}×{1,2,...,n};

|S|=k

∏
(i,j)∈S

1 · 1 = Pk

((
m

1

)
,

(
m

2

)
, ...,

(
m

k

)
,

(
n

1

)
,

(
n

2

)
, ...,

(
n

k

))
.

Since m = x, n = y and∑
S⊆{1,2,...,m}×{1,2,...,n};

|S|=k

∏
(i,j)∈S

1 · 1︸ ︷︷ ︸
=1

=
∑

S⊆{1,2,...,m}×{1,2,...,n};
|S|=k

1 =
∑

S∈Pk({1,2,...,m}×{1,2,...,n})

1

= |Pk ({1, 2, ...,m} × {1, 2, ..., n})| =
(
mn

k

)
=

(
xy

k

)
,

this equality transforms into (32). Hence, (32) is proven (since, as we said, once (32)
is proven for natural x and y, it follows that (32) holds for all integers x and y). Just
as we have derived (32) from (20), we can derive (33) from (22), and Theorem 7.1 is
proven.

Theorem 7.1 generalizes to the following fact:

Theorem 7.2. Let K be a binomial ring. The λ-ring
(
K, (λi)i∈N

)
defined

in Theorem 3.2 is special.

Proof of Theorem 7.2. This follows from our proof of Theorem 7.1 in the same way as
Theorem 3.2 followed from our proof of Theorem 3.1. To be more precise: According
to Theorem 6.1, the λ-ring

(
K, (λi)i∈N

)
is special if it satisfies the identities (26) and

(27). This means (32) for every k ∈ N, x ∈ K and y ∈ K and (33) for every k ∈ N,
j ∈ N and x ∈ K. In the proof of Theorem 7.1, we have proven these identities for all
x ∈ Z and y ∈ Z; but being polynomial identities (for fixed k and j), these identities
therefore also hold for every x ∈ K and y ∈ K, and Theorem 7.2 is proven.

7.2. Adjoining a polynomial variable to a λ-ring

Theorem 3.3 has a special version as well:

Theorem 7.3. Let
(
K, (λi)i∈N

)
be a special λ-ring. Then, the λ-ring(

K [S] ,
(
λ
i
)
i∈N

)
defined in Theorem 3.3 is special.

Proof of Theorem 7.3. As in the proof of Theorem 3.3, we can define a map λT :
K [S]→ (K [S]) [[T ]] by

λT (u) =
∑
i∈N

λ
i
(u)T i for every u ∈ K [S] .

Noting that λT (u) ∈ Λ (K [S]) for every u ∈ K [S] (since
(
K [S] ,

(
λ
i
)
i∈N

)
is a λ-ring),

we see that we can actually consider λT as a map K [S]→ Λ (K [S]).
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Theorem 5.6 (applied to
(
K [S] ,

(
λ
i
)
i∈N

)
and λT instead of

(
K, (λi)i∈N

)
and λT )

yields that the map λT is an additive group homomorphism. In order to show that

the λ-ring
(
K [S] ,

(
λ
i
)
i∈N

)
is special, we must prove that this map λT is a λ-ring

homomorphism.
Observe that λT is a λ-ring homomorphism (as

(
K, (λi)i∈N

)
is a special λ-ring). In

particular, λT is a ring homomorphism. Thus, λT maps the unity 1 of the ring K to
the unity 1 + T of the ring Λ (K). In other words, λT (1) = 1 + T .

Let E = {aSα | a ∈ K, α ∈ N}. Obviously, E is a generating set of the Z-module
K [S]. Notice that

λT (aSα) = λSαT (a) (34)

for every a ∈ K and α ∈ N (as shown in the proof of Theorem 3.3 (b)). Applying this
to a = 1 and α = 0, we obtain

λT
(
1S0
)

= λS0T (1) = λT (1) = 1 + T.

In other words, λT (1) = 1 + T (since 1S0 = 1).
For every a ∈ K, α ∈ N, b ∈ K and β ∈ N, we have

λT (aSα)︸ ︷︷ ︸
=λSαT (a)
(by (34))

·̂ λT
(
bSβ
)︸ ︷︷ ︸

=λ
SβT

(b)

(by (34), applied to
b and β instead of a and α)

= λSαT (a)︸ ︷︷ ︸
=evSαT (λT (a))

·̂ λSβT (b)︸ ︷︷ ︸
=ev

SβT
(λT (b))(

since λT (aSα) = λSαT (a) and similarly λT
(
bSβ
)

= λSβT (b)
)

= evSαT (λT (a)) ·̂ evSβT (λT (b)) = evSαSβT

λT (a) ·̂λT (b)︸ ︷︷ ︸
=λT (ab)

(since λT is a ring
homomorphism)


(

by Theorem 5.7 (d), applied to K [S] , λT (a) , λT (b) , Sα and Sβ

instead of K, u, v, µ and ν

)

= evSαSβT (λT (ab)) = λSαSβT (ab) = λSα+βT (ab) = λT

ab · Sα+β︸ ︷︷ ︸
=aSα·bSβ


(

since λT
(
ab · Sα+β

)
= λSα+βT (ab) (by (34), applied to

ab and α + β instead of a and b)

)
= λT

(
aSα · bSβ

)
.

In other words, λT (e) ·̂λT (f) = λT (ef) for any two elements e and f of E. Since E
is a generating set of the Z-module K [S], and since λT is already known to be an
additive group homomorphism, it thus follows that λT (x) ·̂λT (y) = λT (xy) for any
two elements x and y of K [S]. Since λT also maps the multiplicative unity 1 of K [S]
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to the multiplicative unity 1 + T of Λ (K [S]) (because λT (1) = 1 + T ), it thus follows
that λT : K [S]→ Λ (K [S]) is a ring homomorphism.

Now, for every i ∈ N, let us define a map λ̂
i

: Λ (K [S]) → Λ (K [S]) in the same

way as the map λ̂i : Λ (K)→ Λ (K) was defined in Section 5 (but with K replaced by
K [S]). Then, the diagram

Λ (K)� _

��

λ̂i // Λ (K)� _

��

Λ (K [S])
λ̂
i

// Λ (K [S])

(35)

(where the vertical arrows are induced by the canonical inclusion K → K [S]) is com-

mutative (since the maps λ̂i : Λ (K) → Λ (K) and λ̂
i

: Λ (K [S]) → Λ (K [S]) were
defined in the same natural way).

For every a ∈ K and α ∈ N, we have(
λ̂
i

◦ λT
)

(aSα) = λ̂
i (
λT (aSα)

)
= λ̂

i

(evSαT (λT (a)))
(
since λT (aSα) = λSαT (a) = evSαT (λT (a))

)
= ev(Sα)iT

(
λ̂
i

(λT (a))

)
(by Theorem 5.7 (e), applied to K [S] , λT (a) , Sα and i instead of K, u, µ and k)

= ev(Sα)iT

(
λ̂i (λT (a))

) (
because the commutative diagram (35)

shows that λ̂
i

(λT (a)) = λ̂i (λT (a))

)
= ev(Sα)iT

(
λT
(
λi (a)

))(
since λ̂i ◦ λT = λT ◦ λi (because λT is a λ-ring homomorphism)

and thus λ̂i (λT (a)) = λT (λi (a))

)

= λ(Sα)iT

(
λi (a)

)
= λSαiT

(
λi (a)

)
= λT

 λi (a)Sαi︸ ︷︷ ︸
=λ

i
(aSα)

(by Theorem 3.3 (b))


(

since λT (λi (a)Sαi) = λSαiT (λi (a)) (by (34), applied to
λi (a) and αi instead of a and b)

)
= λT

(
λ
i
(aSα)

)
=
(
λT ◦ λ

i
)

(aSα)

for every i ∈ N. In other words, every e ∈ E satisfies

(
λ̂
i

◦ λT
)

(e) =
(
λT ◦ λ

i
)

(e) for

every i ∈ N.
Altogether, we now know that λT : K [S] → Λ (K [S]) is a ring homomorphism,

that E is a generating set of the Z-module K [S], and that every e ∈ E satisfies
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(
λ̂
i

◦ λT
)

(e) =
(
λT ◦ λ

i
)

(e) for every i ∈ N. Thus, by Exercise 2.1 (b), it follows

that λT is a λ-ring homomorphism. This proves Theorem 7.3.

7.3. Exercises

Exercise 7.1. Let M be a commutative monoid. Prove that the λ-ring(
Z [M ] , (λi)i∈N

)
defined in Exercise 3.4 is special.

Exercise 7.2. Let M be a commutative monoid. Let
(
K, (λi)i∈N

)
be a

special λ-ring. Prove that the λ-ring
(
K [M ] ,

(
λ
i
)
i∈N

)
defined in Exercise

3.5 (a) is special.

8. The λ-verification principle

8.1. n-operations of special λ-rings

In Section 5, we have constructed a family of λ-rings Λ (K) which are (comparatively)
easy to work with due to the following property: If you want to prove an identity
involving the ring structure of Λ (K) (the addition +̂, the corresponding subtraction
−̂, the zero 1, the multiplication ·̂, and the multiplicative unity 1+T ) and the mappings

λ̂i, then it is enough to verify it for elements of 1+K [T ]+ only (by continuity, according

to Theorem 5.5); and this is usually much easier since we know what +̂, ·̂ and λ̂i mean
for elements of 1 +K [T ]+ (this is what Theorem 5.3 is for).

As a consequence of this, it is no wonder that often an identity is more easily proven
in Λ (K) than in arbitrary λ-rings. However, it turns out that if an identity can be
proven in Λ (K), then it automatically holds for arbitrary special λ-rings! This is one
of the so-called λ-verification principles44. Before we formulate this principle, let us
first formally define what kind of identities it will hold for:

Definition. Let RngS Λ denote the so-called category of special λ-rings,
which is defined as the category whose objects are the special λ-rings and
whose morphisms are λ-ring homomorphisms between its objects.

Let USet : RngS Λ → Set be the functor which maps every special λ-ring to
its underlying set. Let n ∈ N. Let USet(n) : RngS Λ → Set be the functor
which maps every special λ-ring K to the set Kn (the n-th power of K with
respect to the Cartesian product), and maps every homomorphism f : K →
L of special λ-rings to the map f×n : Kn → Ln. (Thus, USet(1) ∼= USet.)
An n-operation of special λ-rings will mean a natural transformation from
the functor USetn to USet.

In other words, an n-operation m of special λ-rings is a family of mappings45

m(K,(λi)i∈N) : Kn → K for every special λ-ring
(
K, (λi)i∈N

)
such that the

44We are following [Knut73, pp. 25–27] here, though our Theorem 8.1 is not exactly what [Knut73]
calls “verification principle”.

45Here, “mapping” actually means “mapping” and not “group homomorphism” or “ring homomor-
phism”.
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diagram

Kn f×n
//

m
(K,(λi)i∈N)

��

Ln

m
(L,(µi)i∈N)

��

K
f

// L

(36)

commutes for any two special λ-rings
(
K, (λi)i∈N

)
and

(
L, (µi)i∈N

)
and any

λ-ring homomorphism f :
(
K, (λi)i∈N

)
→
(
L, (µi)i∈N

)
. Here, f×n means

the map from Kn to Ln which equals f on each coordinate.

In practice, what are n-operations of special λ-rings? The answer is: Pretty much
every map Kn → K which is defined for every special λ-ring

(
K, (λi)i∈N

)
just using

addition, subtraction, multiplication, 0 and 1 and the maps λi is an n-operation. In
particular, every polynomial map (where the polynomial has integer coefficients) is an
n-operation, and so are the maps λi : K → K. To give a different example, the family
of maps m(K,(λi)i∈N) : K3 → K for every special λ-ring

(
K, (λi)i∈N

)
defined by

m(K,(λi)i∈N) (a1, a2, a3) = λ5
(
λ2 (a1)− λ4 (a2) · a3

)
is a 3-operation of special λ-rings.

8.2. A useful triviality

Now, here is the theorem we came for:

Theorem 8.1 (λ-verification principle). Let
(
K, (λi)i∈N

)
be a special

λ-ring. Let n ∈ N. Let m and m′ be two n-operations of special λ-rings.

Assume thatm(
Λ(K),(λ̂i)

i∈N

) = m′(
Λ(K),(λ̂i)

i∈N

). Then, m(K,(λi)i∈N) = m′
(K,(λi)i∈N)

.

The proof of this result turns out to be surprisingly simple. First a trivial lemma:

Theorem 8.2. Let
(
K, (λi)i∈N

)
be a λ-ring. Define a mapping coeff1 :

Λ (K) → K by coeff1

(∑
j∈N

ajT
j

)
= a1 for every

∑
j∈N

ajT
j ∈ Λ (K) (with

aj ∈ K for every j ∈ N). (In other words, coeff1 is the mapping that takes
a power series and returns its coefficient before T 1.)

Then, coeff1 ◦λT = idK .

Note that the definition of coeff1 in Theorem 8.2 is a particular case of the definition
of coeffi in Exercise 6.5.

Proof of Theorem 8.2. This is clear, since

(coeff1 ◦λT ) (x) = coeff1 (λT (x)) = coeff1

(∑
i∈N

λi (x)T i

)
= λ1 (x) = x

for every x ∈ K. Theorem 8.2 is now proven.
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Proof of Theorem 8.1. Since
(
K, (λi)i∈N

)
is a special λ-ring, the map λT : K → Λ (K)

is a λ-ring homomorphism. According to (36), we thus have the two commutative
diagrams

Kn (λT )×n
//

m
(K,(λi)i∈N)

��

(Λ (K))n

m
(Λ(K),(λ̂i)i∈N)

��

K
λT

// Λ (K)

and

Kn (λT )×n
//

m′

(K,(λi)i∈N)

��

(Λ (K))n

m′

(Λ(K),(λ̂i)i∈N)

��

K
λT

// Λ (K)

.

Hence, m(
Λ(K),(λ̂i)

i∈N

) = m′(
Λ(K),(λ̂i)

i∈N

) yields

λT ◦m(K,(λi)i∈N) = m(
Λ(K),(λ̂i)

i∈N

)◦(λT )×n = m′(
Λ(K),(λ̂i)

i∈N

)◦(λT )×n = λT ◦m′(K,(λi)i∈N).

Hence, m(K,(λi)i∈N) = m′
(K,(λi)i∈N)

because λT is injective (due to Theorem 8.2). Theo-

rem 8.1 is thus proven!

8.3. 1-dimensional elements

Before we move on to concrete properties of special λ-rings, let us merge Theorems 8.1
and 5.5 into one simple principle for proving facts about λ-rings – our Theorem 8.4
below. Before we formulate it, let us define the notion of 1-dimensional elements of a
λ-ring.

Definition. Let
(
K, (λi)i∈N

)
be a λ-ring, and let x ∈ K be an element of

K. Then, x is said to be 1-dimensional if and only if λi (x) = 0 for every
integer i > 1.

Theorem 8.3.

(a) Let
(
K, (λi)i∈N

)
be a λ-ring. Let x ∈ K be an element of K. The

element x is 1-dimensional if and only if λT (x) = 1 + xT (where λT : K →
K [[T ]] is the map defined in Theorem 2.1).

(b) Let
(
K, (λi)i∈N

)
be a special λ-ring. Let x and y be two 1-dimensional

elements of K. Then, xy is 1-dimensional as well.

(c) Let K be a ring. Let e ∈ K. Then, the element 1 + eT of the λ-ring
Λ (K) is 1-dimensional.
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Proof of Theorem 8.3. (a) In fact,

λT (x) =
∑
i∈N

λi (x)T i = λ0 (x)︸ ︷︷ ︸
=1

+λ1 (x)︸ ︷︷ ︸
=x

T +
∑
i>1

integer

λi (x)T i = 1 + xT +
∑
i>1

integer

λi (x)T i.

Hence, λT (x) = 1 + xT if and only if λi (x) = 0 for every integer i > 1 (which means
that x is 1-dimensional). Theorem 8.3 (a) is thus proven.

(b) Since the λ-ring
(
K, (λi)i∈N

)
is special, the map λT , seen as a map from K to

Λ (K), is a ring homomorphism, so that λT (xy) = λT (x) ·̂λT (y). But Theorem 8.3
(a) yields λT (x) = 1 + xT = Π (K, [x]). Similarly, λT (y) = Π (K, [y]). Thus,

λT (xy) = λT (x) ·̂λT (y) = Π (K, [x]) ·̂Π (K, [y]) = Π (K, [xy]) (after Theorem 5.3 (c))

= 1 + xyT.

By Theorem 8.3 (a) (applied to xy instead of x), this yields that xy is 1-dimensional.
Thus, Theorem 8.3 (b) is proven.

(c) For every integer i > 1, the element

λ̂i (1 + eT ) = Π

K,
[∏
i∈I

e | I ∈ Pi ({1})

]
︸ ︷︷ ︸

empty multiset,
since i>1 yields Pi({1})=∅


(by Theorem 5.3 (d), since 1 + eT = Π (K, [e]))

= Π (K, empty multiset) = 1

is the zero of Λ (K). Thus, 1 + eT is 1-dimensional. Theorem 8.3 (c) is proven.

8.4. The continuous splitting λ-verification principle

Now, we can formulate the desired result:

Theorem 8.4 (continuous splitting λ-verification principle). Let
n ∈ N. Let m and m′ be two n-operations of special λ-rings.

Assume that the following two assumptions hold:

Continuity assumption: The maps m(
Λ(K),(λ̂i)

i∈N

) : (Λ (K))n → Λ (K) and

m′(
Λ(K),(λ̂i)

i∈N

) : (Λ (K))n → Λ (K) are continuous with respect to the (T )-

topology for every special λ-ring
(
K, (λi)i∈N

)
.

Split equality assumption: For every special λ-ring
(
K, (λi)i∈N

)
and every

(u1, u2, ..., un) ∈ Kn such that ui is the sum of finitely many 1-dimensional
elements ofK for every i ∈ {1, 2, ..., n}, we havem(K,(λi)i∈N) (u1, u2, ..., un) =

m′
(K,(λi)i∈N)

(u1, u2, ..., un).

Then, m = m′.
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Proof of Theorem 8.4. We have to prove that m = m′. In other words, we must show
that m(K,(λi)i∈N) = m′

(K,(λi)i∈N)
for every special λ-ring

(
K, (λi)i∈N

)
. According to

Theorem 8.1, this will immediately follow once we have shown that m(
Λ(K),(λ̂i)

i∈N

) =

m′(
Λ(K),(λ̂i)

i∈N

) for every special λ-ring
(
K, (λi)i∈N

)
. So it remains to prove this.

Consider a special λ-ring
(
K, (λi)i∈N

)
. We must prove thatm(

Λ(K),(λ̂i)
i∈N

) = m′(
Λ(K),(λ̂i)

i∈N

).
Consider the (T )-topology on Λ (K). The maps m(

Λ(K),(λ̂i)
i∈N

) and m′(
Λ(K),(λ̂i)

i∈N

)
are continuous, while the subset 1 + K [T ]+ of 1 + K [[T ]]+ = Λ (K) is dense (by
Theorem 5.5 (a)). Hence, in order to prove that m(

Λ(K),(λ̂i)
i∈N

) = m′(
Λ(K),(λ̂i)

i∈N

), it

will be enough to show that

m(
Λ(K),(λ̂i)

i∈N

) (u1, u2, ..., un) = m′(
Λ(K),(λ̂i)

i∈N

) (u1, u2, ..., un) (37)

for every (u1, u2, ..., un) ∈
(
1 +K [T ]+

)n
.

Fix some (u1, u2, ..., un) ∈
(
1 +K [T ]+

)n
. For every i ∈ {1, 2, ..., n}, there exists some(

K̃ui ,
[
(ui)1 , (ui)2 , ..., (ui)ni

])
∈ K int such that ui = Π

(
K̃ui ,

[
(ui)1 , (ui)2 , ..., (ui)ni

])
.

According to Theorem 5.3 (a) (applied several times)46, there exists a finite-free exten-

sion ring K ′ of K which contains the K̃ui for all i ∈ {1, 2, ..., n} as subrings. Consider
such a K ′. Hence, ui = Π

(
K ′,
[
(ui)1 , (ui)2 , ..., (ui)ni

])
for every i ∈ {1, 2, ..., n}.

We have K ⊆ K ′. Thus, Λ (K ′) is an extension ring of Λ (K) (since Λ is a functor).
In this extension ring Λ (K ′), we have

ui = Π
(
K ′,
[
(ui)1 , (ui)2 , ..., (ui)ni

])
=

ni∏
j=1

(
1 + (ui)j T

)
=

n̂i∑
j=1

(
1 + (ui)j T

)
(since addition in Λ (K ′) is multiplication in K ′ [[T ]]) (38)

for each i ∈ {1, 2, . . . , n}. On the other hand, for every j ∈ {1, 2, ..., ni}, the element
1+(ui)j T of Λ (K ′) is 1-dimensional (by Theorem 8.3 (c), applied to e = (ui)j). Thus,
(38) shows that ui is a sum of 1-dimensional elements of Λ (K ′) for every i ∈ {1, 2, ..., n}.
Hence, applying the split equality assumption to the special λ-ring

(
Λ (K ′) ,

(
λ̂i
)
i∈N

)
instead of

(
K, (λi)i∈N

)
, we see that

m(
Λ(K′),(λ̂i)

i∈N

) (u1, u2, ..., un) = m′(
Λ(K′),(λ̂i)

i∈N

) (u1, u2, ..., un) . (39)

This is an equality in the ring Λ (K ′), but since Λ (K) can be canonically seen as a
sub-λ-ring of Λ (K ′) (because K is a subring of K ′), it easily yields the equality

m(
Λ(K),(λ̂i)

i∈N

) (u1, u2, ..., un) = m′(
Λ(K),(λ̂i)

i∈N

) (u1, u2, ..., un)

46More precisely, what we are using here is the following lemma:
Lemma. Let L1, L2, . . . , Ln be finitely many finite-free extension rings of a ring K. Then, there

exists a finite-free extension ring K ′ of K which contains all of the L1, L2, . . . , Ln as subrings.
Proof of the lemma. By induction over n, it suffices to show that for any two finite-free extension

rings L and L′ of K, there exists a finite-free extension ring K ′ of K which contains both L and
L′ as subrings. But this was essentially shown in our proof of Theorem 5.3 (a).
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in the ring Λ (K). 47 Thus we have proven (37). This proves Theorem 8.4.

Roughly speaking, Theorem 8.4 says that whether some identity holds on every
special λ-ring or not can be checked just by looking at the sums of 1-dimensional
elements. This is why it is worthwhile to study such sums. Let us record a property
of these:

8.5. λi of a sum of 1-dimensional elements

Theorem 8.5. Let
(
K, (λi)i∈N

)
be a λ-ring. Let u1, u2, ..., um be 1-

dimensional elements of K. Let i ∈ N. Then,

λi (u1 + u2 + ...+ um) =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

uk.

47Proof. Let ι denote the canonical inclusion Λ (K) → Λ (K ′). Since m was defined as a natural
transformation, and since the inclusion ι : Λ (K) → Λ (K ′) is a λ-ring homomorphism, we then
have ι ◦m(

Λ(K),(λ̂i)
i∈N

) = m(
Λ(K′),(λ̂i)

i∈N

) ◦ ι×n. Now,

m(
Λ(K),(λ̂i)

i∈N

) (u1, u2, ..., un)

= ι

(
m(

Λ(K),(λ̂i)
i∈N

) (u1, u2, ..., un)

)
(since ι is just the inclusion map Λ (K)→ Λ (K ′))

=

(
ι ◦m(

Λ(K),(λ̂i)
i∈N

))︸ ︷︷ ︸
=m

(Λ(K′),(λ̂i)i∈N)
◦ι×n

(u1, u2, ..., un) =

(
m(

Λ(K′),(λ̂i)
i∈N

) ◦ ι×n
)

(u1, u2, ..., un)

= m(
Λ(K′),(λ̂i)

i∈N

) (
ι×n (u1, u2, ..., un)

)︸ ︷︷ ︸
=(ι(u1),ι(u2),...,ι(un))

=(u1,u2,...,un)
(since ι is just an inclusion map)

= m(
Λ(K′),(λ̂i)

i∈N

) (u1, u2, ..., un)

and similarly m′(
Λ(K),(λ̂i)

i∈N

) (u1, u2, ..., un) = m′(
Λ(K′),(λ̂i)

i∈N

) (u1, u2, ..., un). Thus, (39) rewrites

as
m(

Λ(K),(λ̂i)
i∈N

) (u1, u2, ..., un) = m′(
Λ(K),(λ̂i)

i∈N

) (u1, u2, ..., un) ,

qed.
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Proof of Theorem 8.5. We have∑
i∈N

λi (u1 + u2 + ...+ um)T i = λT (u1 + u2 + ...+ um)

=
m∏
j=1

λT (uj) (by Theorem 2.1 (a), applied several times)

=
m∏
j=1

(1 + ujT )

(since the element uj is 1-dimensional and thus satisfies λT (uj) = 1 + ujT )

=
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

uk · T i

(by Exercise 4.2 (b), applied to A = K [T ] , αj = uj and t = T ) .

Comparing coefficients yields the assertion of Theorem 8.5.

8.6. Exercises

Exercise 8.1. Give a new solution to Exercise 6.9.
Exercise 8.2. Let

(
K, (λi)i∈N

)
be a special λ-ring. If x ∈ K is an invertible

1-dimensional element of K, then prove that x−1 is 1-dimensional as well.
Exercise 8.3. Let

(
K, (λi)i∈N

)
be a λ-ring. Let E be a generating set of

the Z-module K such that every element e ∈ E is 1-dimensional.
Prove that the λ-ring

(
K, (λi)i∈N

)
is special.

9. Adams operations

9.1. The Hirzebruch-Newton polynomials

We are now ready to define Adams operations of special λ-rings. There are two different
ways to do this; we will take one of these as the definition and the other one as a
theorem.

Remember how we defined the “universal” polynomials Pk and Pk,j in Section 4?
Prepare for some more:

Definition. Let j ∈ N \ {0}. Our goal is to define a polynomial Nj ∈
Z [α1, α2, ..., αj] such that

m∑
i=1

U j
i = Nj (X1, X2, ..., Xj) (40)

in the polynomial ring Z [U1, U2, ..., Um] for every m ∈ N, where Xi =∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk is the i-th elementary symmetric polynomial in the vari-

ables U1, U2, ..., Um for every i ∈ N.
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In order to do this, we first fix some m ∈ N. The polynomial
m∑
i=1

U j
i ∈

Z [U1, U2, ..., Um] is symmetric. Thus, Theorem 4.1 (a) yields that there

exists one and only one polynomial Q ∈ Z [α1, α2, ..., αm] such that
m∑
i=1

U j
i =

Q (X1, X2, ..., Xm). Since the polynomial
m∑
i=1

U j
i has total degree ≤ j in the

variables U1, U2, ..., Um, Theorem 4.1 (b) yields that

m∑
i=1

U j
i = Qj (X1, X2, ..., Xj) ,

where Qj is the image of the polynomial Q under the canonical homomor-
phism Z [α1, α2, ..., αm]→ Z [α1, α2, ..., αj]. However, this polynomial Qj is
not independent of m yet (as the polynomial Nj that we intend to construct
should be), so we call it Qj,[m] rather than just Qj.

Now we forget that we fixed m ∈ N. We have learnt that

m∑
i=1

U j
i = Qj,[m] (X1, X2, ..., Xj) ,

in the polynomial ring Z [U1, U2, ..., Um] for every m ∈ N. Now, define a
polynomial Nj ∈ Z [α1, α2, ..., αj] by Nj = Qj,[j].

This polynomial Nj is called the j-th Hirzebruch-Newton polynomial.48

Theorem 9.1. (a) The polynomial Nj just defined satisfies the equation
(40) in the polynomial ring Z [U1, U2, ..., Um] for every m ∈ N. (Hence, the
goal mentioned above in the definition is actually achieved.)

(b) For every m ∈ N, we have

T
m∑
i=1

Ui
1− UiT

=
∑

j∈N\{0}

Nj (X1, X2, ..., Xj)T
j (41)

in the ring (Z [U1, U2, ..., Um]) [[T ]].

Proof of Theorem 9.1. (a) This proof is going to be very similar to that of Theorem
4.4 (a).

1st Step: Fix m ∈ N such that m ≥ j. Then, we claim that Qj,[m] = Nj.
Proof. By the definition of Qj,[m], we have

m∑
i=1

U j
i = Qj,[m] (X1, X2, ..., Xj)

48The “Newton” in the name of this polynomial Nj probably refers to the fact that the explicit form
of Nj can be easily computed (recursively) from the so-called Newton identities (which relate the
power sums and the elementary symmetric polynomials). See Theorem 9.6 and Corollary 9.7 for
details.
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in the polynomial ring Z [U1, U2, ..., Um]. Applying the canonical ring epimorphism

Z [U1, U2, ..., Um] → Z [U1, U2, ..., Uj] (which maps every Ui to

{
Ui, if i ≤ j;
0, if i > j

) to this

equation (and noticing that this epimorphism maps every Xi with i ≥ 1 to the corre-
sponding Xi of the image ring), we obtain

j∑
i=1

U j
i = Qj,[m] (X1, X2, ..., Xj)

in the polynomial ring Z [U1, U2, ..., Uj]. On the other hand, the definition of Qj,[j]

yields
j∑
i=1

U j
i = Qj,[j] (X1, X2, ..., Xj)

in the same ring. These two equations yieldQj,[m] (X1, X2, ..., Xj) = Qj,[j] (X1, X2, ..., Xj).
Since the elements X1, X2, ..., Xj of Z [U1, U2, ..., Uj] are algebraically independent (by
Theorem 4.1 (a)), this yields Qj,[m] = Qj,[j]. In other words, Qj,[m] = Nj, and the 1st
Step is proven.

2nd Step: For every m ∈ N, the equation (40) is satisfied in the polynomial ring
Z [U1, U2, ..., Um].

Proof. Let m′ ∈ N be such that m′ ≥ m and m′ ≥ j. Then, the 1st Step (applied to
m′ instead of m) yields that Qj,[m′] = Nj.

The definition of Qj,[m′] yields

m′∑
i=1

U j
i = Qj,[m′] (X1, X2, ..., Xj)

in the polynomial ring Z [U1, U2, ..., Um′ ]. Applying the canonical ring epimorphism

Z [U1, U2, ..., Um′ ] → Z [U1, U2, ..., Um] (which maps every Ui to

{
Ui, if i ≤ m;
0, if i > m

) to

this equation (and noticing that this epimorphism maps every Xi with i ≥ 1 to the
corresponding Xi of the image ring), we obtain

m∑
i=1

U j
i = Qj,[m′] (X1, X2, ..., Xj)

in the polynomial ring Z [U1, U2, ..., Um]. This means that the equation (40) is satisfied
in the polynomial ring Z [U1, U2, ..., Um] (since Qj,[m′] = Nj). This completes the 2nd
Step and proves Theorem 9.1 (a).

(b) We have

T

m∑
i=1

Ui
1− UiT

=
m∑
i=1

UiT (1− UiT )−1︸ ︷︷ ︸
=
∑
j∈N

(UiT )j

=
m∑
i=1

∑
j∈N

(UiT )j+1 =
m∑
i=1

∑
j∈N\{0}

(UiT )j

=
∑

j∈N\{0}

m∑
i=1

(UiT )j =
∑

j∈N\{0}

m∑
i=1

U j
i︸ ︷︷ ︸

=Nj(X1,X2,...,Xj)
by (40)

T j =
∑

j∈N\{0}

Nj (X1, X2, ..., Xj)T
j,
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and Theorem 9.1 (b) is proven.

Remark: There is a subtle point here: We have defined, for every j ∈ N\{0}, a poly-
nomialNj ∈ Z [α1, α2, ..., αj] which satisfies (40) in the polynomial ring Z [U1, U2, ..., Um]
for every m ∈ N. We cannot define such a polynomial Nj for j = 0. In fact, if we
would try to do this as we did above, then the proof of Theorem 9.1 would fail (in fact,
the canonical ring epimorphism Z [U1, U2, ..., Um] → Z [U1, U2, ..., Uj] would not send
m∑
i=1

U j
i to

j∑
i=1

U j
i anymore, because 0j is not 0 for j = 0). This is why Nj is well-defined

only for j ∈ N \ {0} and not for all j ∈ N.
Example. We can compute the polynomials Nj in the same way as we have com-

puted the polynomials Pk,j in Section 4 - by unraveling the definition. Here are the
first few Nj:

N1 = α1;

N2 = α2
1 − 2α2;

N3 = α3
1 − 3α1α2 + 3α3;

N4 = α4
1 − 4α2

1α2 + 4α1α3 + 2α2
2 − 4α4.

There are easier ways to compute the Nj, however. For example, Corollary 9.7 gives
a recurrent formula, and Exercise 9.6 (c) gives an explicit determinantal one.

9.2. Definition of Adams operations

Now, let us define Adams operations:

Definition. Let
(
K, (λi)i∈N

)
be a λ-ring. For every j ∈ N \ {0}, we define

a map ψj : K → K by

ψj (x) = Nj

(
λ1 (x) , λ2 (x) , ..., λj (x)

)
for every x ∈ K. (42)

We call ψj the j-th Adams operation (or the j-th Adams character) of the
λ-ring

(
K, (λi)i∈N

)
.

9.3. The equality ψ̃T (x) = −T · d
dT log λ−T (x) for special λ-rings

Before we prove a batch of properties of these Adams characters, let us show another
approach to these Adams characters:

Theorem 9.2. Let
(
K, (λi)i∈N

)
be a special λ-ring.

Define a map ψ̃T : K → K [[T ]] by ψ̃T (x) =
∑

j∈N\{0}
ψj (x)T j for every

x ∈ K. 49

Let x ∈ K.

49Note that we call this map ψ̃T to distinguish it from the map ψT in [FulLan85] (which is more or
less the same but differs slightly).
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(a) We have

ψj (x) = (−1)j+1
j∑
i=0

iλi (x)λj−i (−x) for every j ∈ N \ {0} .

(b) We have ψ̃T (x) = −T · d
dT

log λ−T (x). Here, for every power series

u ∈ 1 + K [[T ]]+, the logarithmic derivative
d

dT
log u of u is defined by

d

dT
log u =

d

dT
u

u
(this definition works even in the cases where the loga-

rithm doesn’t exist, such as rings of positive characteristic), and λ−T (x)
denotes ev−T (λT (x)).

Before we start proving this, let me admit that Theorem 9.2 can be generalized: It
still holds if

(
K, (λi)i∈N

)
is an arbitrary (not necessarily special!) λ-ring. However,

the proof of Theorem 9.2 that we are going to give right now cannot be generalized to
this situation; it requires the λ-ring

(
K, (λi)i∈N

)
to be special. The generalized version

of Theorem 9.2 will be proven later (see the proof of Theorem 9.5 below), yielding
another proof of Theorem 9.2. The reader is still advised to read the following proof of
Theorem 9.2, even if it is not directly generalizable. In fact, its first two steps will be
used at later times (in particular, its 1st step will be used in the proof of the generalized
version), whereas its 4th step gives a good example of how Theorem 8.4 can be applied
to prove properties of special λ-rings.

Proof of Theorem 9.2. 1st step: For any fixed special λ-ring
(
K, (λi)i∈N

)
and any fixed

x ∈ K, the assertions (a) and (b) are equivalent.
Proof. In K [[T ]], we have

λ−T (x) =
∑
i∈N

λi (x) (−T )i =
∑
i∈N

(−1)i λi (x)T i,

but also

(λ−T (x))−1 = λ−T (−x)
(
since (λT (x))−1 = λT (−x) by Theorem 2.1 (b)

)
=
∑
i∈N

(−1)i λi (−x)T i

(
due to λ−T (x) =

∑
i∈N

(−1)i λi (x)T i,

applied to − x instead of x

)

and

d

dT
λ−T (x) =

d

dT

∑
i∈N

(−1)i λi (x)T i

(
since λ−T (x) =

∑
i∈N

(−1)i λi (x)T i

)
=
∑
i∈N

(−1)i λi (x) iT i−1

(by the definition of the derivative of a formal power series) .
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Thus,

− T · d
dT

log λ−T (x)

= −T ·

d

dT
λ−T (x)

λ−T (x)
= −T · d

dT
λ−T (x)︸ ︷︷ ︸

=
∑
i∈N

(−1)iλi(x)iT i−1

· (λ−T (x))−1︸ ︷︷ ︸
=
∑
i∈N

(−1)iλi(−x)T i

= −T ·
∑
i∈N

(−1)i λi (x) iT i−1 ·
∑
i∈N

(−1)i λi (−x)T i

=
∑
i∈N

(−1)i+1 λi (x) iT i ·
∑
i∈N

(−1)i λi (−x)T i

=
∑
j∈N

j∑
i=0

(−1)i+1 λi (x) i · (−1)j−i λj−i (−x)T j =
∑
j∈N

(−1)j+1
j∑
i=0

iλi (x)λj−i (−x) · T j

=
∑

j∈N\{0}

(−1)j+1
j∑
i=0

iλi (x)λj−i (−x) · T j + (−1)0+1
0∑
i=0

iλi (x)λ0−i (−x) · T 0

︸ ︷︷ ︸
=0

=
∑

j∈N\{0}

(−1)j+1
j∑
i=0

iλi (x)λj−i (−x) · T j.

On the other hand, ψ̃T (x) =
∑

j∈N\{0}
ψj (x)T j. Hence, ψ̃T (x) = −T · d

dT
log λ−T (x)

holds if and only if

ψj (x) = (−1)j+1
j∑
i=0

iλi (x)λj−i (−x) for every j ∈ N \ {0} .

This proves that the assertions (a) and (b) are equivalent, and thus the 1st step is
complete.

2nd step: We will now show that the assertion (b) holds for every special λ-ring(
K, (λi)i∈N

)
and every x ∈ K such that x is the sum of finitely many 1-dimensional

elements of K.
Proof. Let

(
K, (λi)i∈N

)
be a special λ-ring, and let x ∈ K be a sum of finitely

many 1-dimensional elements of K. In other words, x = u1 + u2 + ... + um for some
1-dimensional elements u1, u2, ..., um of K. Consider these elements u1, u2, ..., um.

Then,

λ−T (x) = λ−T (u1 + u2 + ...+ um) =
m∏
j=1

(1− ujT )

(since λT (u1 + u2 + ...+ um) =
m∏
j=1

(1 + ujT ), as shown in the proof of Theorem 8.5),
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so that, by the Leibniz formula,

d

dT
λ−T (x) =

m∑
k=1

 d

dT
(1− ukT )︸ ︷︷ ︸
=−uk

 · ∏
j∈{1,2,...,m}\{k}

(1− ujT )︸ ︷︷ ︸
=(1−ukT )−1·

∏
j∈{1,2,...,m}

(1−ujT )

= −
m∑
k=1

uk
1− ukT

·
∏

j∈{1,2,...,m}

(1− ujT )︸ ︷︷ ︸
=λ−T (x)

= −
m∑
k=1

uk
1− ukT

· λ−T (x) .

Hence,

−T · d
dT

log λ−T (x) = −T ·

d

dT
λ−T (x)

λ−T (x)
= −T ·

−
m∑
k=1

uk
1− ukT

· λ−T (x)

λ−T (x)

= T ·
m∑
k=1

uk
1− ukT

= T

m∑
i=1

ui
1− uiT

. (43)

On the other hand, Theorem 8.5 yields

λi (x) = λi (u1 + u2 + ...+ um) =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

uk for every i ∈ N.

Consider the polynomial ring Z [U1, U2, ..., Um]. For every i ∈ N, letXi =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

be the i-th elementary symmetric polynomial in the variables U1, U2, ..., Um. There
exists a ring homomorphism Z [U1, U2, ..., Um] → K which maps Ui to ui for every i.
This homomorphism therefore maps Xi to

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

uk = λi (x) for every i ∈ N.

Hence, applying this homomorphism to (41), we obtain

T
m∑
i=1

ui
1− uiT

=
∑

j∈N\{0}

Nj

(
λ1 (x) , λ2 (x) , ..., λj (x)

)︸ ︷︷ ︸
=ψj(x) by (42)

T j =
∑

j∈N\{0}

ψj (x)T j = ψ̃T (x) .

Comparing this with (43), we obtain

−T · d
dT

log λ−T (x) = ψ̃T (x) .

Hence, the assertion (b) holds for every special λ-ring
(
K, (λi)i∈N

)
and every x ∈ K

such that x is the sum of finitely many 1-dimensional elements of K. This completes
the 2nd step.

3rd step: We will now show that the assertion (a) holds for every special λ-ring(
K, (λi)i∈N

)
and every x ∈ K such that x is the sum of finitely many 1-dimensional

elements of K.
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Proof. This follows from the 2nd step, since (a) and (b) are equivalent (by the 1st
step).

4th step: We will now show that the assertion (a) holds for every special λ-ring(
K, (λi)i∈N

)
and every x ∈ K.

Proof. We want to derive this from the 3rd step by applying Theorem 8.4.
Fix some j ∈ N \ {0}.
Define a 1-operation m of special λ-rings by m(K,(λi)i∈N) = ψj for every special λ-ring(
K, (λi)i∈N

)
. (This is indeed a 1-operation, since (42) shows that ψj is a polynomial

in λ0, λ1, λ2, ..., λj with integer coefficients.)
Define a 1-operation m′ of special λ-rings by

m′(K,(λi)i∈N) (x) = (−1)j+1
j∑
i=0

iλi (x)λj−i (−x) for every x ∈ K

for every λ-ring
(
K, (λi)i∈N

)
. (This is, again, a 1-operation, since it is a polynomial in

λ0 (x), λ1 (x), ..., λj (x), λ0 (−x), λ1 (−x), . . ., λj (−x) with integer coefficients.)
These two 1-operations m and m′ satisfy both conditions of Theorem 8.4: The

continuity assumption holds (since the operations m and m′ are polynomials in λ1,
λ2, ..., λj with integer coefficients, so that the maps m(

Λ(K),(λ̂i)
i∈N

) and m′(
Λ(K),(λ̂i)

i∈N

)
are polynomials in λ̂1, λ̂2, ..., λ̂j with integer coefficients, and therefore continuous
because of Theorem 5.5 (d)), and the split equality assumption holds (since it states
that for every special λ-ring

(
K, (λi)i∈N

)
and every x ∈ K such that x is the sum of

finitely many 1-dimensional elements of K, we have m(K,(λi)i∈N) (x) = m′
(K,(λi)i∈N)

(x);

but this simply means that ψj (x) = (−1)j+1
j∑
i=0

iλi (x)λj−i (−x), which was proven in

the 3rd step). Hence, by Theorem 8.4, we have m = m′. Hence, for every special λ-ring(
K, (λi)i∈N

)
and every x ∈ K, we have

ψj (x) = m(K,(λi)i∈N) (x) = m′(K,(λi)i∈N) (x) = (−1)j+1
j∑
i=0

iλi (x)λj−i (−x) .

Thus, the assertion (a) holds for every special λ-ring
(
K, (λi)i∈N

)
and every x ∈ K.

This completes the 4th step.
5th step: We will now prove that the assertion (b) holds for every special λ-ring(
K, (λi)i∈N

)
and every x ∈ K.

Proof. This follows from the 4th step, since (a) and (b) are equivalent (by the 1st
step).

Thus, the proof of Theorem 9.2 is completed.

9.4. Adams operations are ring homomorphisms when the λ-ring is
special

The Adams operations ψj have a lot of interesting properties (that make them easier
to deal with than λ-operations!):
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Theorem 9.3. Let
(
K, (λi)i∈N

)
be a special λ-ring.

(a) For every a ∈ K, we have ψ1 (a) = a.

(b) For every j ∈ N \ {0}, the map ψj :
(
K, (λi)i∈N

)
→
(
K, (λi)i∈N

)
is a

λ-ring homomorphism.

(c) For every i ∈ N \ {0} and j ∈ N \ {0}, we have ψi ◦ ψj = ψj ◦ ψi = ψij.

Before we come to prove this, let us first show an analogue of Theorem 8.5 for the
ψi:

Theorem 9.4. Let
(
K, (λi)i∈N

)
be a λ-ring. Let u1, u2, ..., um be 1-

dimensional elements of K. Let j ∈ N \ {0}. Then,

ψj (u1 + u2 + ...+ um) = uj1 + uj2 + ...+ ujm.

Proof of Theorem 9.4. Let x = u1 + u2 + ...+ um. Just as in the proof of Theorem 9.2
(in the 2nd step)50, we can show that

T
m∑
i=1

ui
1− uiT

=
∑

j∈N\{0}

ψj (x)T j.

Thus,

∑
j∈N\{0}

ψj (x)T j = T
m∑
i=1

ui
1− uiT

=
m∑
i=1

uiT (1− uiT )−1 =
m∑
i=1

uiT
∑
k∈N

(uiT )k

=
m∑
i=1

∑
k∈N

(uiT )k+1 =
m∑
i=1

∑
j∈N\{0}

(uiT )j =
m∑
i=1

∑
j∈N\{0}

ujiT
j

=
∑

j∈N\{0}

m∑
i=1

ujiT
j.

Comparing coefficients yields ψj (x) =
m∑
i=1

uji for every j ∈ N \ {0}, and thus Theorem

9.4 is proven.

Proof of Theorem 9.3. (a) is trivial (for instance, by Theorem 9.2 (a)).
(b) Fix some j ∈ N \ {0}. First, let us prove that ψj : K → K is a ring homomor-

phism.
This means proving that

ψj (0) = 0; (44)

ψj (x+ y) = ψj (x) + ψj (y) for any x ∈ K and y ∈ K; (45)

ψj (1) = 1; (46)

ψj (xy) = ψj (x) · ψj (y) for any x ∈ K and y ∈ K. (47)

50Here, we use the fact that the 2nd step of the proof of Theorem 9.2 works for any λ-ring(
K,
(
λi
)
i∈N

)
, not only for special ones.
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Out of these four equations, two (namely, (44) and (46)) are trivial (just apply Theorem
9.4, remembering that 1 is a 1-dimensional element), so it remains to prove the other
two equations - namely, (45) and (47).

First, let us prove (47):
Define a 2-operation m of special λ-rings as follows: For every special λ-ring K, let

m(K,(λi)i∈N) : K2 → K be the map defined by m(K,(λi)i∈N) (x, y) = ψj (xy) for every

x ∈ K and y ∈ K. (This is indeed a 2-operation of special λ-rings, since ψj is a
polynomial in the λ1, λ2, ..., λj with integer coefficients.)

Define a 2-operation m′ of special λ-rings as follows: For every special λ-ring K, let
m′

(K,(λi)i∈N)
: K2 → K be the map defined by m′

(K,(λi)i∈N)
(x, y) = ψj (x) · ψj (y) for

every x ∈ K and y ∈ K. (Again, this is really a 2-operation of special λ-rings.)
We want to prove that m = m′. According to Theorem 8.4, this will be done

once we have verified the continuity assumption and the split equality assumption.
The continuity assumption is obviously satisfied (since for every ring K, the maps
m(

Λ(K),(λ̂i)
i∈N

) : (Λ (K))2 → Λ (K) and m′(
Λ(K),(λ̂i)

i∈N

) : (Λ (K))2 → Λ (K) are contin-

uous by Theorem 5.5 (d), because they are polynomials in λ̂1, λ̂2, ..., λ̂j with integer
coefficients). Hence, it remains to verify the split equality assumption. This assump-
tion claims that for every special λ-ring

(
K, (λi)i∈N

)
and every (x, y) ∈ K2 such that

each of x and y is the sum of finitely many 1-dimensional elements of K, we have
m(K,(λi)i∈N) (x, y) = m′

(K,(λi)i∈N)
(x, y).

Since m(K,(λi)i∈N) (x, y) = ψj (xy) and m′
(K,(λi)i∈N)

(x, y) = ψj (x) · ψj (y), this is

equivalent to claiming that for every special λ-ring
(
K, (λi)i∈N

)
and every (x, y) ∈ K2

such that each of x and y is the sum of finitely many 1-dimensional elements of K, we
have ψj (xy) = ψj (x) · ψj (y).

So let us verify this assumption. Let
(
K, (λi)i∈N

)
be a special λ-ring, and let (x, y) ∈

K2 be such that each of x and y is the sum of finitely many 1-dimensional elements
of K. Thus, there exist 1-dimensional elements u1, u2, ..., um of K such that x =
u1 + u2 + ...+ um, and there exist 1-dimensional elements v1, v2, ..., vn of K such that
y = v1 + v2 + ...+ vn. Consider these 1-dimensional elements. Then,

m(K,(λi)i∈N) (x, y)

= ψj (xy) = ψj ((u1 + u2 + ...+ um) (v1 + v2 + ...+ vn))

= ψj

(
m∑
i=1

ui

n∑
i′=1

vi′

)
= ψj

(
m∑
i=1

n∑
i′=1

uivi′

)
=

m∑
i=1

n∑
i′=1

(uivi′)
j

(
by Theorem 9.4, applied to the 1-dimensional elements uivi′ ,

which are 1-dimensional because of Theorem 8.3 (b)

)
=

m∑
i=1

n∑
i′=1

ujiv
j
i′ =

m∑
i=1

uji

n∑
i′=1

vji′ =
(
uj1 + uj2 + ...+ ujm

)︸ ︷︷ ︸
=ψj(u1+u2+...+um)

by Theorem 9.4

(
vj1 + vj2 + ...+ vjn

)︸ ︷︷ ︸
=ψj(v1+v2+...+vn)

by Theorem 9.4

= ψj

u1 + u2 + ...+ um︸ ︷︷ ︸
=x

 · ψj
v1 + v2 + ...+ vn︸ ︷︷ ︸

=y

 = ψj (x) · ψj (y) = m′(K,(λi)i∈N) (x, y) ,
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and the proof of the split equality assumption is complete. Thus, using Theorem 8.4,
we obtain that ψj (xy) = ψj (x) · ψj (y) holds for any x ∈ K and any y ∈ K.

The main idea of the above proof was that, using Theorem 8.4, we can reduce our goal
- which was to show that ψj (xy) = ψj (x)·ψj (y) for any x ∈ K and y ∈ K - to a simpler
goal - namely, to prove that under the additional condition that each of x and y is the
sum of finitely many 1-dimensional elements of K, we have ψj (xy) = ψj (x) · ψj (y).
In other words, when proving the equality ψj (xy) = ψj (x) · ψj (y), we could WLOG
assume that each of x and y is the sum of finitely many 1-dimensional elements of K.
Under this assumption, the equality ψj (xy) = ψj (x) · ψj (y) was an easy consequence
of Theorem 9.4. This way, we have proven (47). Similarly, we can show (45).

Again, for every i ∈ N, we can use the same tactic to show that (ψj ◦ λi) (x) =
(λi ◦ ψj) (x) for every x ∈ K (namely, we use Theorem 8.4 to reduce the proof to the
case when x is the sum of finitely many 1-dimensional elements of K, and we apply
Theorems 9.4, 8.5 and 8.3 (b) to verify it in this case). Hence, ψj ◦ λi = λi ◦ ψj for
every i ∈ N, and thus ψj is a λ-ring homomorphism. Theorem 9.3 (b) is proven.

(c) Fix i ∈ N \ {0} and j ∈ N \ {0}. We have to prove that ψi ◦ ψj = ψj ◦ ψi = ψij.
In other words, we have to prove that (ψi ◦ ψj) (x) = (ψj ◦ ψi) (x) = ψij (x) for every
x ∈ K. This can be done by the same method as in the proof of part (b): First, reduce
the proof to the case when x is the sum of finitely many 1-dimensional elements of K (by
an application of Theorem 8.4); then, verify (ψi ◦ ψj) (x) = (ψj ◦ ψi) (x) = ψij (x) in
this case by applying Theorems 9.4 and 8.3 (b). Thus, Theorem 9.3 (c) is proven.

9.5. The equality ψ̃T (x) = −T · d
dT log λ−T (x) for arbitrary λ-rings

Now, as promised, we are going to prove a generalization of Theorem 9.2 to arbitrary
λ-rings:

Theorem 9.5. Let
(
K, (λi)i∈N

)
be a λ-ring.

Define a map ψ̃T : K → K [[T ]] by ψ̃T (x) =
∑

j∈N\{0}
ψj (x)T j for every

x ∈ K. 51

Let x ∈ K.

(a) We have

ψj (x) = (−1)j+1
j∑
i=0

iλi (x)λj−i (−x) for every j ∈ N \ {0} .

(b) We have ψ̃T (x) = −T · d
dT

log λ−T (x). Here, for every power series

u ∈ 1 + K [[T ]]+, the logarithmic derivative
d

dT
log u of u is defined by

d

dT
log u =

d

dT
u

u
(this definition works even in the cases where the loga-

rithm doesn’t exist, such as rings of positive characteristic), and λ−T (x)
denotes ev−T (λT (x)).

51Note that we call this map ψ̃T to distinguish it from the map ψT in [FulLan85] (which is more or
less the same but differs slightly).
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Before we prove this, let us show a lemma about symmetric polynomials first - a
kind of continuation of Theorem 9.1:

Theorem 9.6. Let m ∈ N. Let us recall that, for every j ∈ N \ {0},
we denote by Nj the j-th Hirzebruch-Newton polynomial (defined at the
beginning of Section 9). Let us also recall that for every i ∈ N, we denote
by Xi the i-th elementary symmetric polynomial in the polynomial ring
Z [U1, U2, ..., Um].

Then, every n ∈ N satisfies

nXn =
n∑
j=1

(−1)j−1Xn−jNj (X1, X2, ..., Xj)

in the ring Z [U1, U2, ..., Um].

This theorem is more or less a rewriting of the famous Newton identities.

Proof of Theorem 9.6. In the power series ring (Z [U1, U2, ..., Um]) [[T ]], we have

m∏
i=1

(1− UiT ) =
∑
i∈N

(−1)i
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

︸ ︷︷ ︸
=Xi

T i

(
by Exercise 4.2 (c), applied to A = (Z [U1, U2, ..., Um]) [[T ]] ,

αi = Ui and t = T

)
=
∑
i∈N

(−1)iXiT
i. (48)

But the product rule for several factors says that whenever α1, α2, ..., αm are power
series in K [[T ]] (where K is a commutative ring), we have

d

dT

m∏
i=1

αi =
m∑
j=1

(
d

dT
αj

) ∏
i∈{1,2,...,m};

i 6=j

αi.
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Applying this to the power series αi = 1− UiT , we obtain

d

dT

m∏
i=1

(1− UiT ) =
m∑
j=1

(
d

dT
(1− UjT )

)
︸ ︷︷ ︸

=−Uj=−
Uj

1− UjT
(1−UjT )

∏
i∈{1,2,...,m};

i 6=j

(1− UiT )

=
m∑
j=1

(
− Uj

1− UjT
(1− UjT )

) ∏
i∈{1,2,...,m};

i 6=j

(1− UiT )

= −
m∑
j=1

Uj
1− UjT

(1− UjT )
∏

i∈{1,2,...,m};
i 6=j

(1− UiT )

︸ ︷︷ ︸
=

∏
i∈{1,2,...,m}

(1−UiT )

= −
m∑
j=1

Uj
1− UjT

∏
i∈{1,2,...,m}

(1− UiT ) = −
m∑
i=1

Ui
1− UiT

∏
i∈{1,2,...,m}

(1− UiT )

(here, we renamed j as i in the first sum) .

Since

d

dT

m∏
i=1

(1− UiT )

=
d

dT

∑
i∈N

(−1)iXiT
i (by (48))

=
∑

i∈N\{0}

(−1)iXiiT
i−1 (by the definition of the derivative of a power series) ,

this rewrites as∑
i∈N\{0}

(−1)iXiiT
i−1 = −

m∑
i=1

Ui
1− UiT

∏
i∈{1,2,...,m}

(1− UiT ) . (49)
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Now,∑
n∈N

(−1)n nXnT
n =

∑
n∈N

(−1)nXnnT
n =

∑
n∈N\{0}

(−1)nXnnT
n + (−1)0X00T 0︸ ︷︷ ︸

=0

=
∑

n∈N\{0}

(−1)nXnnT
n

=
∑

i∈N\{0}

(−1)iXii T i︸︷︷︸
=TT i−1

(here, we renamed n as i)

= T
∑

i∈N\{0}

(−1)iXiiT
i−1

︸ ︷︷ ︸
=−

m∑
i=1

Ui
1− UiT

∏
i∈{1,2,...,m}

(1−UiT )

(by (49))

= −T
m∑
i=1

Ui
1− UiT

∏
i∈{1,2,...,m}

(1− UiT )

= −

(
T

m∑
i=1

Ui
1− UiT

)
︸ ︷︷ ︸

=
∑

j∈N\{0}
Nj(X1,X2,...,Xj)T

j

(by (41))

 ∏
i∈{1,2,...,m}

(1− UiT )


︸ ︷︷ ︸

=
∑
i∈N

(−1)iXiT
i

(by (48))

= −
∑

j∈N\{0}

Nj (X1, X2, ..., Xj)T
j ·
∑
i∈N

(−1)iXiT
i

=
∑

j∈N\{0}

Nj (X1, X2, ..., Xj)T
j ·
∑
i∈N

(
− (−1)i

)
XiT

i

=
∑
n∈N

(
n∑
j=1

Nj (X1, X2, ..., Xj)
(
− (−1)n−j

)
Xn−j

)
T n

(by the definition of the product of two formal power series) .

Comparing the coefficients before T n on the two sides of this equation, we obtain

(−1)n nXn =
n∑
j=1

Nj (X1, X2, ..., Xj)
(
− (−1)n−j

)
Xn−j

for every n ∈ N. Dividing this equation by (−1)n, we arrive at

nXn =
n∑
j=1

Nj (X1, X2, ..., Xj)
− (−1)n−j

(−1)n︸ ︷︷ ︸
=−(−1)(n−j)−n=−(−1)−j

=−

 1

−1

j=−(−1)j=(−1)j−1

Xn−j

=
n∑
j=1

Nj (X1, X2, ..., Xj) (−1)j−1Xn−j =
n∑
j=1

(−1)j−1Xn−jNj (X1, X2, ..., Xj) .

This proves Theorem 9.6.
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As a consequence of Theorem 9.6, we get the following fact (which can be used as a
recurrence equation to easily compute the Hirzebruch-Newton polynomials Nj):

Corollary 9.7. Let us recall that, for every j ∈ N \ {0}, we denote by
Nj the j-th Hirzebruch-Newton polynomial (defined at the beginning of
Section 9). Then, every n ∈ N satisfies

nαn =
n∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj)

in the polynomial ring Z [α1, α2, ..., αn]. Here, α0 is to be understood as 1.

Proof of Corollary 9.7. We WLOG assume that n > 0 (since for n = 0, Corollary 9.7
is trivial).

Let Q1 ∈ Z [α1, α2, ..., αn] be the polynomial defined by Q1 = nαn. Let Q2 ∈
Z [α1, α2, ..., αn] be the polynomial defined by Q2 =

n∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj).

We are going to prove that Q1 = Q2.
Consider the ring Z [U1, U2, ..., Un] (the polynomial ring in n indeterminates U1, U2,

..., Un over the ring Z). For every i ∈ N, let Xi =
∑

S⊆{1,2,...,n};
|S|=i

∏
k∈S

Uk be the so-called i-th

elementary symmetric polynomial in the variables U1, U2, ..., Un. (In particular, X0 = 1
and Xi = 0 for every i > n.) Applying Theorem 4.1 (a) to K = Z, m = n and P =
nXn, we conclude that there exists one and only one polynomial Q ∈ Z [α1, α2, ..., αn]
such that nXn = Q (X1, X2, ..., Xn). In particular, there exists at most one such
polynomial Q ∈ Z [α1, α2, ..., αn]. Hence, if Q1 ∈ Z [α1, α2, ..., αn] and Q2 ∈ Z [α1, α2, ..., αn] are two polynomials

such that nXn = Q1 (X1, X2, ..., Xn) and nXn = Q2 (X1, X2, ..., Xn) ,
then Q1 = Q2

 . (50)

Clearly, Q1 (X1, X2, ..., Xn) = nXn (since Q1 = nαn). On the other hand,

Q2 =
n∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj)

=
n−1∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj) + (−1)n−1 αn−n︸ ︷︷ ︸
=α0=1

Nn (α1, α2, ..., αn)

=
n−1∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj) + (−1)n−1 1Nn (α1, α2, ..., αn) ,
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so that

Q2 (X1, X2, ..., Xn)

=
n−1∑
j=1

(−1)j−1Xn−jNj (X1, X2, ..., Xj) + (−1)n−1 1︸︷︷︸
=X0=Xn−n

Nn (X1, X2, ..., Xn)

=
n−1∑
j=1

(−1)j−1Xn−jNj (X1, X2, ..., Xj) + (−1)n−1Xn−nNn (X1, X2, ..., Xn)

=
n∑
j=1

(−1)j−1Xn−jNj (X1, X2, ..., Xj)

= nXn (by Theorem 9.6, applied to m = n) .

Hence, Q1 = Q2 (due to (50)). Since Q1 = nαn and Q2 =
n∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj),

this rewrites as nαn =
n∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj). This proves Corollary 9.7.

Proof of Theorem 9.5. 1st step: For any fixed λ-ring
(
K, (λi)i∈N

)
and any fixed x ∈ K,

the assertions (a) and (b) are equivalent.
Proof. This proof is exactly the same as the proof of the 1st step of the proof of

Theorem 9.2. (In fact, during the 1st step of the proof of Theorem 9.2, we have never
used the assumption that the λ-ring

(
K, (λi)i∈N

)
is special.)

2nd step: For any λ-ring
(
K, (λi)i∈N

)
and any x ∈ K, we have

nλn (x) =
n∑
j=1

(−1)j−1 λn−j (x)ψj (x)

for every n ∈ N.
Proof. Let n ∈ N. Corollary 9.7 yields

nαn =
n∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj)

=
n−1∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj) + (−1)n−1 αn−n︸ ︷︷ ︸
=α0=1

Nn (α1, α2, ..., αn)

=
n−1∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj) + (−1)n−1 1Nn (α1, α2, ..., αn) .

This is a polynomial identity in Z [α1, α2, ..., αn]. Hence, we can apply this identity to
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α1 = λ1 (x), α2 = λ2 (x), ..., αn = λn (x), and obtain

nλn (x) =
n−1∑
j=1

(−1)j−1 λn−j (x)Nj

(
λ1 (x) , λ2 (x) , ..., λj (x)

)
+ (−1)n−1 1︸︷︷︸

=λ0(x)=λn−n(x)

Nn

(
λ1 (x) , λ2 (x) , ..., λn (x)

)
=

n−1∑
j=1

(−1)j−1 λn−j (x)Nj

(
λ1 (x) , λ2 (x) , ..., λj (x)

)
+ (−1)n−1 λn−n (x)Nn

(
λ1 (x) , λ2 (x) , ..., λn (x)

)
=

n∑
j=1

(−1)j−1 λn−j (x)Nj

(
λ1 (x) , λ2 (x) , ..., λj (x)

)︸ ︷︷ ︸
=ψj(x)

=
n∑
j=1

(−1)j−1 λn−j (x)ψj (x) .

This proves the 2nd step.
3rd step: For any λ-ring

(
K, (λi)i∈N

)
and any x ∈ K, we have

−T · d
dT

λT (x) = λT (x) · ψ̃−T (x) ,

where we denote the power series ev−T

(
ψ̃T (x)

)
by ψ̃−T (x).

Proof. We have

ψ̃−T (x) = ev−T

(
ψ̃T (x)

)
= ev−T

 ∑
j∈N\{0}

ψj (x)T j

 since ψ̃T (x) =
∑

j∈N\{0}

ψj (x)T j


=

∑
j∈N\{0}

ψj (x) (−T )j︸ ︷︷ ︸
=(−1)jT j

(by the definition of ev−T )

=
∑

j∈N\{0}

ψj (x) (−1)j︸ ︷︷ ︸
=−(−1)j−1

T j = −
∑

j∈N\{0}

ψj (x) (−1)j−1 T j,

so that
−ψ̃−T (x) =

∑
j∈N\{0}

ψj (x) (−1)j−1 T j.
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Multiplying this formula with the equality λT (x) =
∑
i∈N

λi (x)T i, we obtain

(
−ψ̃−T (x)

)
· λT (x) =

 ∑
j∈N\{0}

ψj (x) (−1)j−1 T j

 ·(∑
i∈N

λi (x)T i

)

=
∑
n∈N

(
n∑
j=1

ψj (x) (−1)j−1 λn−j (x)

)
T n

(by the definition of the product of two power series)

=
∑
n∈N

(
n∑
j=1

(−1)j−1 λn−j (x)ψj (x)

)
︸ ︷︷ ︸

=nλn(x)
(by the 2nd step)

T n =
∑
n∈N

nλn (x)T n

=
∑

n∈N\{0}

nλn (x)T n + 0λ0 (x)T 0︸ ︷︷ ︸
=0

=
∑

n∈N\{0}

nλn (x) T n︸︷︷︸
=TTn−1

= T ·
∑

n∈N\{0}

nλn (x)T n−1.

Now, λT (x) =
∑
i∈N

λi (x)T i =
∑
n∈N

λn (x)T n, so that

d

dT
λT (x) =

d

dT

∑
n∈N

λn (x)T n =
∑

n∈N\{0}

nλn (x)T n−1

(by the definition of the derivative of a formal power series) ,

and thus

−T · d
dT

λT (x) = −T ·
∑

n∈N\{0}

nλn (x)T n−1

︸ ︷︷ ︸
=(−ψ̃−T (x))·λT (x)

= −
(
−ψ̃−T (x)

)
· λT (x)

= λT (x) · ψ̃−T (x) .

This proves the 3rd step.
4th step: For any fixed λ-ring

(
K, (λi)i∈N

)
and any fixed x ∈ K, the assertion (b)

holds.
Proof. By the 3rd step, we have

−T · d
dT

λT (x) = λT (x) · ψ̃−T (x) .

Now, every formal power series α ∈ K [[T ]] satisfies ev−T

(
d

dT
α

)
= − d

dT
(ev−T α).

52 Applied to α = λT (x), this yields ev−T

(
d

dT
λT (x)

)
= − d

dT
(ev−T (λT (x))). Since

52Proof. Let α ∈ K [[T ]] be a formal power series. Write α in the form
∑
i∈N

αiT
i with αi ∈ K for every
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ev−T (λT (x)) = λ−T (x), this rewrites as ev−T

(
d

dT
λT (x)

)
= − d

dT
λ−T (x). On the

other hand, every formal power series α ∈ K [[T ]] satisfies ev−T (ev−T α) = α. 53 Ap-

plied to α = ψ̃T (x), this yields ev−T

(
ev−T

(
ψ̃T (x)

))
= ψ̃T (x). Since ev−T

(
ψ̃T (x)

)
=

ψ̃−T (x), this becomes ev−T

(
ψ̃−T (x)

)
= ψ̃T (x).

i ∈ N. Then, ev−T α = ev−T

(∑
i∈N

αiT
i

)
=
∑
i∈N

αi (−1)
i
T i (by the definition of ev−T ), so that

d

dT
(ev−T α) =

d

dT

∑
i∈N

αi (−1)
i
T i =

∑
i∈N\{0}

αi (−1)
i
iT i−1

(by the definition of the derivative of a formal power series) .

On the other hand, α =
∑
i∈N

αiT
i, so that

d

dT
α =

d

dT

∑
i∈N

αiT
i =

∑
i∈N\{0}

αiiT
i−1

(by the definition of the derivative of a formal power series)

=
∑
i∈N

αi+1 (i+ 1)T i

(here we substituted i for i− 1). Thus,

ev−T

(
d

dT
α

)
= ev−T

(∑
i∈N

αi+1 (i+ 1)T i

)
=
∑
i∈N

αi+1 (i+ 1) (−1)
i
T i

(by the definition of ev−T )

=
∑

i∈N\{0}

αii (−1)
i−1︸ ︷︷ ︸

=−(−1)i

T i−1 (here, we substituted i for i+ 1)

= −
∑

i∈N\{0}

αi i (−1)
i︸ ︷︷ ︸

=(−1)ii

T i−1 = −
∑

i∈N\{0}

αi (−1)
i
iT i−1

︸ ︷︷ ︸
=
d

dT
(ev−T α)

= − d

dT
(ev−T α) ,

qed.
53Proof. Let α ∈ K [[T ]] be a formal power series. Write α in the form

∑
i∈N

αiT
i with αi ∈ K for every

i ∈ N. Then, ev−T α = ev−T

(∑
i∈N

αiT
i

)
=
∑
i∈N

αi (−1)
i
T i (by the definition of ev−T ), so that

ev−T (ev−T α) = ev−T

(∑
i∈N

αi (−1)
i
T i

)
=
∑
i∈N

αi (−1)
i
(−1)

i︸ ︷︷ ︸
=1

T i (by the definition of ev−T )

=
∑
i∈N

αiT
i = α,

qed.
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Now,

ev−T

(
−T · d

dT
λT (x)

)
= − ev−T (T )︸ ︷︷ ︸

=−T

· ev−T

(
d

dT
λT (x)

)
︸ ︷︷ ︸

=−
d

dT
λ−T (x)

(since ev−T is a K-algebra homomorphism)

= −T · d
dT

λ−T (x)

and

ev−T

(
λT (x) · ψ̃−T (x)

)
= ev−T (λT (x))︸ ︷︷ ︸

=λ−T (x)

· ev−T

(
ψ̃−T (x)

)
︸ ︷︷ ︸

=ψ̃T (x)

(since ev−T is a K-algebra homomorphism)

= λ−T (x) · ψ̃T (x) .

Hence,

−T · d
dT

λ−T (x) = ev−T

−T · ddT λT (x)︸ ︷︷ ︸
=λT (x)·ψ̃−T (x)

 = ev−T

(
λT (x) · ψ̃−T (x)

)
= λ−T (x)·ψ̃T (x) ,

so that

ψ̃T (x) =
−T · d

dT
λ−T (x)

λ−T (x)
= −T ·

d

dT
λ−T (x)

λ−T (x)︸ ︷︷ ︸
=
d

dT
log λ−T (x)

= −T · d
dT

log λ−T (x) .

Hence, assertion (b) holds. This completes the proof of the 4th step.
5th step: For any fixed λ-ring

(
K, (λi)i∈N

)
and any fixed x ∈ K, the assertion (a)

holds.
Proof. This follows from the 4th step, since (a) and (b) are equivalent (by the 1st

step).
Thus, the proof of Theorem 9.5 is complete.

Theorem 9.5 is clearly a generalization of Theorem 9.2, and thus our above proof of
Theorem 9.5 is, at the same time, a new proof of Theorem 9.2.

9.6. Exercises

Exercise 9.1. Let K be a ring. Let u ∈ 1 + K [T ]+. For every j ∈
N \ {0}, let us denote by ψ̂j the j-th Adams operation of the λ-ring(

Λ (K) ,
(
λ̂i
)
i∈N

)
.
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Assume that u = Π
(
K̃u, [u1, u2, ..., um]

)
for some

(
K̃u, [u1, u2, ..., um]

)
∈

K int. Let j ∈ N \ {0}. Then, ψ̂j (u) = Π
(
K̃u,

[
uj1, u

j
2, ..., u

j
m

])
.

[This gives a formula for ψ̂j similar to the formula for λ̂j given in Theorem
5.3 (d).]

Exercise 9.2. Let K be a ring. For each i ∈ N, define a mapping Coeffi :
K [[T ]]→ K as in Exercise 6.8.

Let i ∈ N \ {0}.
(a) Prove that the map

Λ (K)→ K,

u 7→ (−1)i Coeffi

(
−T d

dT
log u

)
is a ring homomorphism.

(b) This fact, combined with Theorem 9.2 (b), can be used to give a
new proof of a part of Theorem 9.3 (b). Which part, and how?

Exercise 9.3. Let
(
K, (λi)i∈N

)
be a λ-ring.

(a) Prove that

nλn (x) =
n∑
i=1

(−1)i−1 λn−i (x)ψi (x) for every x ∈ K and n ∈ N.

(b) Let x ∈ K and n ∈ N. Let An = (ai,j)1≤i≤n, 1≤j≤n ∈ K
n×n be the

matrix defined by

ai,j =


ψi−j+1 (x) , if i ≥ j;
i, if i = j − 1;
0, if i < j − 1

.

Prove that n!λn (x) = detAn.
[The matrix An has the following form:

An =



ψ1 (x) 1 0 · · · 0 0
ψ2 (x) ψ1 (x) 2 · · · 0 0
ψ3 (x) ψ2 (x) ψ1 (x) · · · 0 0

...
...

...
. . .

...
...

ψn−1 (x) ψn−2 (x) ψn−3 (x) · · · ψ1 (x) n− 1
ψn (x) ψn−1 (x) ψn−2 (x) · · · ψ2 (x) ψ1 (x)


.

]
(c) Let x ∈ K and n ∈ N. Let Bn = (bi,j)1≤i≤n, 1≤j≤n ∈ Kn×n be the

matrix defined by

bi,j =


iλi (x) , if j = 1;

λi−j+1 (x) , if i ≥ j > 1;
1, if i = j − 1;
0, if i < j − 1

.
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Prove that ψn (x) = detBn, where we define ψ0 (x) to mean 1.
[The matrix Bn has the following form:

Bn =



λ1 (x) 1 0 · · · 0 0
2λ2 (x) λ1 (x) 1 · · · 0 0
3λ3 (x) λ2 (x) λ1 (x) · · · 0 0

...
...

...
. . .

...
...

(n− 1)λn−1 (x) λn−2 (x) λn−3 (x) · · · λ1 (x) 1
nλn (x) λn−1 (x) λn−2 (x) · · · λ2 (x) λ1 (x)


.

]
Exercise 9.4. Let

(
K, (λi)i∈N

)
be a binomial λ-ring. Prove that ψn = id

for every n ∈ N \ {0}.
[Note that, if we recall the definition of a binomial λ-ring and Exercise

9.3 (c), then we could reformulate this result without reference to λ-rings.]
Exercise 9.5. Let

(
K, (λi)i∈N

)
be a (not necessarily special) λ-ring. Prove

that ψj : K → K is a homomorphism of additive groups for every j ∈
N \ {0}.

[This shows that at least part of Theorem 9.3 (b) does not require the
λ-ring

(
K, (λi)i∈N

)
to be special.]

Exercise 9.6. In this exercise, we are going to view Z [α1, α2, ..., αm] as a
subring of Z [α1, α2, ..., αn] for any two m ∈ N and n ∈ N satisfying m ≤ n.
Thus, the polynomial Nm ∈ Z [α1, α2, ..., αm] automatically becomes an
element of Z [α1, α2, ..., αn] whenever 1 ≤ m ≤ n.

(a) Prove that

nαn =
n∑
i=1

(−1)i−1 αn−iNi in Z [α1, α2, ..., αn] for every n ∈ N.

Here, α0 is to be understood as 1.
(b) Let n ∈ N. Let An = (ai,j)1≤i≤n, 1≤j≤n ∈ Z [α1, α2, ..., αn]n×n be the

matrix defined by

ai,j =


Ni−j+1, if i ≥ j;
i, if i = j − 1;
0, if i < j − 1

.

Prove that n!αn = detAn.
[The matrix An has the following form:

An =



N1 1 0 · · · 0 0
N2 N1 2 · · · 0 0
N3 N2 N1 · · · 0 0
...

...
...

. . .
...

...
Nn−1 Nn−2 Nn−3 · · · N1 n− 1
Nn Nn−1 Nn−2 · · · N2 N1


.

]
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(c) Let n ∈ N. Let Bn = (bi,j)1≤i≤n, 1≤j≤n ∈ Z [α1, α2, ..., αn]n×n be the
matrix defined by

bi,j =


iαi, if j = 1;

αi−j+1, if i ≥ j > 1;
1, if i = j − 1;
0, if i < j − 1

.

Prove that Nn = detBn, where we define N0 to mean 1.
[The matrix Bn has the following form:

Bn =



α1 1 0 · · · 0 0
2α2 α1 1 · · · 0 0
3α3 α2 α1 · · · 0 0

...
...

...
. . .

...
...

(n− 1)αn−1 αn−2 αn−3 · · · α1 1
nαn αn−1 αn−2 · · · α2 α1


.

]
(d) Derive the results of Exercise 9.3 from Exercise 9.6 (a), (b), (c).
Exercise 9.7. Let p be a prime number. Let

(
K, (λi)i∈N

)
be a (not

necessarily special) λ-ring. Prove that ψp (x) ≡ xp mod pK for every x ∈ K.

10. Todd homomorphisms of power series

We now devote a section to the notion of Todd homomorphisms. First, two warnings:

• Warning: The following may be wrong or differ from the standard notations.
I am trying to generalize [FulLan85, I §6] (mostly because it is slightly flawed54

and the generalization looks more natural to me), but I cannot guarantee that
this is the “right” generalization.

• Another warning: In the following, we will often formulate results over a ring
which we will call Z. The letter Z will denote any ring (commutative with unity,
of course). Please don’t confuse it with the similarly-looking letter Z, which
always denote the ring of integers. The reason why I chose the letter Z for the
ring is that in most applications the ring Z will indeed be the ring Z of integers.

10.1. The universal polynomials Tdϕ,j

We begin this section with a construction similar to the construction of the Adams
operations in Section 9. The goal of this construction is to find, for every ring Z (in
most cases, this ring will be the ring Z of integers) and every power series ϕ ∈ 1+Z [[t]]+

54[FulLan85, I §6, p. 24] states that tdϕ (e) is a universal polynomial in λ1 (e), ..., λr (e), determined
by ϕ alone. I think it isn’t; instead, it is just a power series. On the other hand, my generalization
tdϕ,T is a universal polynomial.
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with constant term equal to 1, a polynomial Tdϕ,j ∈ Z [α1, α2, ..., αj] for every j ∈ N
such that

m∏
i=1

ϕ (UiT ) =
∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j

in the ring (Z [U1, U2, ..., Um]) [[T ]] for every m ∈ N, where Xi =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk as

usual. To achieve this goal, we must again work with symmetric polynomials. First a
definition:

Definition. Let R be any ring. Let i ∈ N. Then, we define a map
Coeffi : R [[T ]]→ R (where R [[T ]] is, as always, the R-algebra of all formal
power series in the variable T over the ring R) by(

Coeffi (P ) = (the coefficient of P before T i)
for every power series P ∈ R [[T ]]

)
.

In other words, we define a map Coeffi : R [[T ]]→ R by Coeffi

(∑
j∈N

ajT
j

)
= ai

for every
∑
j∈N

ajT
j ∈ R [[T ]] (with aj ∈ R for every j ∈ N)

 .

Two remarks about this definition:

• The definition of Coeffi that we just gave is clearly equivalent to the definition
of Coeffi given in Exercise 9.2.

• The only difference between the map Coeffi just defined and the map coeffi
defined in Exercise 6.5 is that they have different domains (namely, the map Coeffi
is defined on all of R [[T ]], whereas the map coeffi is defined only on Λ (R)). This
looks like a minor difference, but is substantial enough to cause confusion if we
neglect it! For example, when we say that coeffi is a homomorphism of additive
groups, we mean that it maps sums in Λ (R) to sums in R; however, when we say
that Coeffi is a homomorphism of additive groups, we mean that it maps sums in
R [[T ]] to sums in R. These are two completely different assertions, even though
Λ (R) is a subset of R [[T ]] and the maps coeffi and Coeffi are pointwise equal
on this subset! (Actually, it is very easy to see that the assertion that coeffi is a
homomorphism of additive groups is completely different from the assertion that
Coeffi is a homomorphism of additive groups. The latter assertion holds for all
i ∈ N, whereas the former assertion holds only for i = 1 (in general).)

• It is clear that for every ring R and for every i ∈ N, the map Coeffi : R [[T ]]→ R
is an additive group homomorphism. It is also clear that if two power series
P ∈ R [[T ]] and Q ∈ R [[T ]] satisfy (Coeffi (P ) = Coeffi (Q) for all i ∈ N), then
P = Q.

Now let us define what we mean by 1 + Z [[t]]+:
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Definition. Let Z be a ring. Consider the ring Z [[t]] of formal power series
in the variable t over Z. Let Z [[t]]+ denote the subset

tZ [[t]] =

{∑
i∈N

ait
i ∈ Z [[t]] | ai ∈ Z for all i, and a0 = 0

}
= {p ∈ Z [[t]] | p is a power series with constant term 0}

of the ring Z [[t]]. Note that

1 + Z [[t]]+ =
{

1 + u | u ∈ Z [[t]]+
}

= {p ∈ Z [[t]] | p is a power series with constant term 1} .

We notice that this is an exact copy of a definition we made in Section 5 (namely, of
the definition of K [[T ]]+), with the only difference that the ring that used to be called
K in Section 5 is called Z here, and that the variable that used to be T in Section 5 is
t here.

Now to our universal polynomials:

Definition. Let Z be a ring. Let ϕ ∈ 1 + Z [[t]]+ be a power series with
constant term equal to 1. Our goal is to define a polynomial Tdϕ,j ∈
Z [α1, α2, ..., αj] for every j ∈ N such that

m∏
i=1

ϕ (UiT ) =
∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j (51)

in the ring (Z [U1, U2, ..., Um]) [[T ]] for everym ∈ N, whereXi =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

is the i-th elementary symmetric polynomial in the variables U1, U2, ..., Um
for every i ∈ N.

In order to do this, we first fix some m ∈ N and j ∈ N. Consider the polyno-

mial Coeffj

(
m∏
i=1

ϕ (UiT )

)
∈ Z [U1, U2, ..., Um] (this is the coefficient of the

power series
m∏
i=1

ϕ (UiT ) ∈ (Z [U1, U2, ..., Um]) [[T ]] before T j). This polyno-

mial Coeffj

(
m∏
i=1

ϕ (UiT )

)
is symmetric. Thus, Theorem 4.1 (a) yields that

there exists one and only one polynomial Todd(ϕ,j) ∈ Z [α1, α2, ..., αm] such

that Coeffj

(
m∏
i=1

ϕ (UiT )

)
= Todd(ϕ,j) (X1, X2, ..., Xm). Since Coeffj

(
m∏
i=1

ϕ (UiT )

)
is a polynomial of total degree ≤ j in the variables U1, U2, ..., Um

55,

55Proof. There are several ways to prove this; here is the simplest one: We use the notion of an
“equigraded” power series over a graded ring; this notion was defined in [Grin-w4a]. Now let A be
the graded ring Z [U1, U2, ..., Um], where the grading is given by the total degree (thus U1, U2, ...,
Um all lie in the 1-st graded component A1). According to [Grin-w4a, Theorem 1 (a)], the set

{α ∈ A [[T ]] | the power series α is equigraded}
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Theorem 4.1 (b) yields that

Coeffj

(
m∏
i=1

ϕ (UiT )

)
= Todd(ϕ,j),j (X1, X2, ..., Xj) ,

where Todd(ϕ,j),j is the image of the polynomial Todd(ϕ,j) under the canon-
ical homomorphism Z [α1, α2, ..., αm] → Z [α1, α2, ..., αj]. However, this
polynomial Todd(ϕ,j),j is not independent of m yet (as the polynomial Tdϕ,j
that we intend to construct should be), so we call it Todd(ϕ,j),j,[m] rather
than just Todd(ϕ,j),j.

Now we forget that we fixed m ∈ N (but still fix j ∈ N). We have learnt
that

Coeffj

(
m∏
i=1

ϕ (UiT )

)
= Todd(ϕ,j),j,[m] (X1, X2, ..., Xj)

in the polynomial ring Z [U1, U2, ..., Um] for every m ∈ N. Now, define a
polynomial Tdϕ,j ∈ Z [α1, α2, ..., αj] by Tdϕ,j = Todd(ϕ,j),j,[j].

This polynomial Tdϕ,j is called the j-th Todd polynomial of ϕ.

Theorem 10.1. The polynomials Tdϕ,j just defined satisfy the equation
(51) in the ring (Z [U1, U2, ..., Um]) [[T ]] for every m ∈ N. (Hence, the goal
mentioned above in the definition is actually achieved.)

Before we prove this, we need a lemma; it is not really a fact of independent impor-
tance, but if we don’t formulate it as a lemma we will have to run through its proof
several times:

Lemma 10.2. Let Z be a ring. Let ϕ ∈ 1 + Z [[t]]+ be a power se-
ries with constant term equal to 1. Let m ∈ N and n ∈ N be such
that m ≥ n. Then, in the polynomial ring Z [U1, U2, ..., Un], we have
Todd(ϕ,j),j,[m] (X1, X2, ..., Xj) = Todd(ϕ,j),j,[n] (X1, X2, ..., Xj).

Proof of Lemma 10.2. By the definition of Todd(ϕ,j),j,[m], we have

Coeffj

(
m∏
i=1

ϕ (UiT )

)
= Todd(ϕ,j),j,[m] (X1, X2, ..., Xj) (52)

is a sub-A0-algebra of A [[T ]]. Since the power series ϕ (U1T ), ϕ (U2T ), ..., ϕ (UmT ) all lie in this

set (because they are equigraded - just look at them), it therefore follows that
m∏
i=1

ϕ (UiT ) also lies

in this set. In other words, the power series
m∏
i=1

ϕ (UiT ) is equigraded. Hence, the coefficient of

the power series
m∏
i=1

ϕ (UiT ) before T j lies in the j-th graded component of A (by the definition

of “equigraded”). In other words, the coefficient of the power series
m∏
i=1

ϕ (UiT ) before T j is

a homogeneous polynomial of degree j in the variables U1, U2, ..., Um. Since this coefficient is

Coeffj

(
m∏
i=1

ϕ (UiT )

)
, this yields that Coeffj

(
m∏
i=1

ϕ (UiT )

)
is a homogeneous polynomial of degree

j in the variables U1, U2, ..., Um. Hence, Coeffj

(
m∏
i=1

ϕ (UiT )

)
is a polynomial of total degree ≤ j

in the variables U1, U2, ..., Um.
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in the polynomial ring Z [U1, U2, ..., Um].
Let projm,n be the canonical Z-algebra epimorphism Z [U1, U2, ..., Um]→ Z [U1, U2, ..., Un]

which maps every Ui to

{
Ui, if i ≤ n;
0, if i > n

. This Z-algebra homomorphism projm,n in-

duces a Z-algebra homomorphism projm,n [[T ]] : (Z [U1, U2, ..., Um]) [[T ]]→ (Z [U1, U2, ..., Un]) [[T ]]
which maps every power series

∑
k∈N

akT
k (with ak ∈ Z [U1, U2, ..., Um] for every k ∈ N)

to
∑
k∈N

projm,n (ak)T
k. For every i ∈ {1, 2, ...,m}, this homomorphism projm,n [[T ]] sat-

isfies
(
projm,n [[T ]]

)
(ϕ (UiT )) =

{
ϕ (UiT ) , if i ≤ n;

1, if i > n
56. Now, since projm,n [[T ]] is

56Proof. Write the power series ϕ ∈ Z [[t]] in the form ϕ =
∑
k∈N

ϕkt
k with ϕk ∈ Z for every k ∈ N.

Notice that ϕ0 = 1 since ϕ has constant term 1.
Let i ∈ {1, 2, ...,m}. Since ϕ =

∑
k∈N

ϕkt
k, we have ϕ (UiT ) =

∑
k∈N

ϕk (UiT )
k︸ ︷︷ ︸

=Uki T
k

=
∑
k∈N

ϕkU
k
i T

k.

Thus,(
projm,n [[T ]]

)
(ϕ (UiT ))

=
(
projm,n [[T ]]

)(∑
k∈N

ϕkU
k
i T

k

)
=
∑
k∈N

projm,n
(
ϕkU

k
i

)︸ ︷︷ ︸
=ϕk(projm,n Ui)

k

(since projm,n is a Z-algebra

homomorphism)

T k
(
by the definition of projm,n [[T ]]

)

=
∑
k∈N

ϕk
(
projm,n Ui

)k
T k =

∑
k∈N

ϕk

({
Ui, if i ≤ n;
0, if i > n

)k
T k(

since projm,n Ui =

{
Ui, if i ≤ n;
0, if i > n

by the definition of projm,n

)

=


∑
k∈N

ϕkU
k
i T

k, if i ≤ n;∑
k∈N

ϕk0kT k, if i > n
=

{
ϕ (UiT ) , if i ≤ n;

1, if i > n
since

∑
k∈N

ϕkU
k
i T

k = ϕ (UiT ) for i ≤ n, but on the other hand∑
k∈N

ϕk0kT k = ϕ0︸︷︷︸
=1

00︸︷︷︸
=1

T 0︸︷︷︸
=1

+
∑
k∈N;
k 6=0

ϕk 0k︸︷︷︸
=0

(since k 6=0)

T k = 1 +
∑
k∈N;
k 6=0

ϕk0T k

︸ ︷︷ ︸
=0

= 1 for i > n

 ,

qed.
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a Z-algebra homomorphism, we have

(
projm,n [[T ]]

)( m∏
i=1

ϕ (UiT )

)
=

m∏
i=1

(
projm,n [[T ]]

)
(ϕ (UiT ))︸ ︷︷ ︸

=

 ϕ (UiT ) , if i ≤ n;
1, if i > n

=
m∏
i=1

{
ϕ (UiT ) , if i ≤ n;

1, if i > n

=
n∏
i=1

{
ϕ (UiT ) , if i ≤ n;

1, if i > n︸ ︷︷ ︸
=ϕ(UiT ) (since i≤n)

·
m∏

i=n+1

{
ϕ (UiT ) , if i ≤ n;

1, if i > n︸ ︷︷ ︸
=1 (since i>n)

=
n∏
i=1

ϕ (UiT ) ·
m∏

i=n+1

1︸ ︷︷ ︸
=1

=
n∏
i=1

ϕ (UiT ) .

But the diagram

(Z [U1, U2, ..., Um]) [[T ]]
projm,n[[T ]]

//

Coeffj
��

(Z [U1, U2, ..., Um]) [[T ]]

Coeffj
��

Z [U1, U2, ..., Um]
projm,n

// Z [U1, U2, ..., Un]

is commutative (this is clear from the definitions of Coeffj and projm,n [[T ]]), so that

projm,n ◦Coeffj = Coeffj ◦
(
projm,n [[T ]]

)
and thus

(
projm,n ◦Coeffj

)( m∏
i=1

ϕ (UiT )

)
=
(
Coeffj ◦

(
projm,n [[T ]]

))( m∏
i=1

ϕ (UiT )

)

= Coeffj


(
projm,n [[T ]]

)( m∏
i=1

ϕ (UiT )

)
︸ ︷︷ ︸

=
n∏
i=1

ϕ(UiT )


= Coeffj

(
n∏
i=1

ϕ (UiT )

)
= Todd(ϕ,j),j,[n] (X1, X2, ..., Xj)

(by (52), applied to n instead of m) .

101



Comparing this with

(
projm,n ◦Coeffj

)( m∏
i=1

ϕ (UiT )

)

= projm,n


Coeffj

(
m∏
i=1

ϕ (UiT )

)
︸ ︷︷ ︸

=Todd(ϕ,j),j,[m](X1,X2,...,Xj)

(by (52))


= projm,n

(
Todd(ϕ,j),j,[m] (X1, X2, ..., Xj)

)

= Todd(ϕ,j),j,[m]

(
projm,nX1, projm,nX2, ..., projm,nXj

)
since Todd(ϕ,j),j,[m] is a polynomial over Z
and projm,n is a Z-algebra homomorphism,

and since polynomials over Z commute
with Z-algebra homomorphisms


= Todd(ϕ,j),j,[m] (X1, X2, ..., Xj)

since projm,n is the Z-algebra homomorphism which maps

every Ui to

{
Ui, if i ≤ n;
0, if i > n

,

and thus we know that it maps every Xi with i ≥ 1 to
the corresponding Xi of the image ring, so

that projm,nX1 = X1, projm,nX2 = X2, ..., projm,nXj = Xj

 ,

we obtain

Todd(ϕ,j),j,[n] (X1, X2, ..., Xj) = Todd(ϕ,j),j,[m] (X1, X2, ..., Xj)

in the polynomial ring Z [U1, U2, ..., Un]. This proves Lemma 10.2.

Proof of Theorem 10.1. This proof is going to be very similar to the proofs of Theorem
4.4 (a) and Theorem 9.1 (a) - except that this time, we already have done most of our
work when proving Lemma 10.2.

1st Step: Fixm ∈ N and j ∈ N such thatm ≥ j. Then, we claim that Todd(ϕ,j),j,[m] =
Tdϕ,j.

Proof. Lemma 10.2 (applied to n = j) yields that Todd(ϕ,j),j,[m] (X1, X2, ..., Xj) =
Todd(ϕ,j),j,[j] (X1, X2, ..., Xj) in the polynomial ring Z [U1, U2, ..., Uj]. Since the elements
X1, X2, ..., Xj of Z [U1, U2, ..., Uj] are algebraically independent (by Theorem 4.1 (a)),
this yields Todd(ϕ,j),j,[m] = Todd(ϕ,j),j,[j]. Thus, Todd(ϕ,j),j,[m] = Todd(ϕ,j),j,[j] = Tdϕ,j,
and the 1st Step is proven.

2nd Step: For every m ∈ N and j ∈ N, we have

Tdϕ,j (X1, X2, ..., Xj) = Todd(ϕ,j),j,[m] (X1, X2, ..., Xj)

in the ring Z [U1, U2, ..., Um].
Proof. Let m′ ∈ N be such that m′ ≥ m and m′ ≥ j. Then, the 1st Step (applied to

m′ instead of m) yields that Todd(ϕ,j),j,[m′] = Tdϕ,j. On the other hand, Lemma 10.2
(applied to m′ and m instead of m and n) yields that Todd(ϕ,j),j,[m′] (X1, X2, ..., Xj) =
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Todd(ϕ,j),j,[m] (X1, X2, ..., Xj) in the polynomial ring Z [U1, U2, ..., Um]. Since Todd(ϕ,j),j,[m′] =
Tdϕ,j, this rewrites as Tdϕ,j (X1, X2, ..., Xj) = Todd(ϕ,j),j,[m] (X1, X2, ..., Xj). This
proves the 2nd Step.

3rd Step: For everym ∈ N, the equation (51) is satisfied in the ring (Z [U1, U2, ..., Um]) [[T ]].
Proof. Every power series P ∈ (Z [U1, U2, ..., Um]) [[T ]] satisfies P =

∑
j∈N

(Coeffj P )T j

(by the definition of Coeffj). Applied to P =
m∏
i=1

ϕ (UiT ), this yields

m∏
i=1

ϕ (UiT ) =
∑
j∈N

Coeffj

(
m∏
i=1

ϕ (UiT )

)
︸ ︷︷ ︸

=Todd(ϕ,j),j,[m](X1,X2,...,Xj)

(by (52))

T j =
∑
j∈N

Todd(ϕ,j),j,[m] (X1, X2, ..., Xj)︸ ︷︷ ︸
=Tdϕ,j(X1,X2,...,Xj)

(by the 2nd step)

T j

=
∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j

in the ring (Z [U1, U2, ..., Um]) [[T ]]. This proves the 3rd Step, and thus Theorem 10.1
is proven.

10.2. Defining the Todd homomorphism

Now, let us define the Todd homomorphism:

Definition. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that K is a

Z-algebra. Let ϕ ∈ 1 + Z [[t]]+ be a power series with constant term equal
to 1. We define a map tdϕ,T : K → K [[T ]] by

tdϕ,T (x) =
∑
j∈N

Tdϕ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j for every x ∈ K.

(53)
We call tdϕ,T the ϕ-Todd homomorphism of the λ-ring

(
K, (λi)i∈N

)
.

As already mentioned above, this notation tdϕ,T and the name “ϕ-Todd homomor-
phism” by which I denote it might not be standard terminology.57

10.3. The case when the power series is 1 + ut

As complicated as this definition was, we might wonder whether there is a more explicit
approach to ϕ-Todd homomorphisms. It turns out that there is, if ϕ is a polynomial
factoring into linear polynomials of the form 1 + ut with u ∈ Z. Let us begin with
computing the ϕ-Todd homomorphism for ϕ itself being of this form:

57For instance, what [FulLan85] calls “Todd homomorphism” is the map tdϕ := tdϕ,1 (where tdϕ,1
means “take the formal power series tdϕ,T and replace every T by 1”), which is only defined on x
if x is finite-dimensional, i. e. if x satisfies λi (x) = 0 for all sufficiently large i. But I prefer the
power series tdϕ,T (x) since it is defined on every x.

I am not even sure whether there exists standard terminology for Todd homomorphisms - there
does not seem to be much literature about them.
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Proposition 10.3. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let u ∈ Z. For every x ∈ K, we have td1+ut,T (x) =
λuT (x), where λuT (x) means evuT (λT (x)).

To prove this, we need to compute the j-th Todd polynomials of 1 +ut. This can be
done explicitly:

Proposition 10.4. Let Z be a ring. Let u ∈ Z. Then, Td1+ut,j = ujαj (in
the polynomial ring Z [α1, α2, ..., αj]) for every positive j ∈ N.

Note that Proposition 10.4 makes no sense for j = 0; this will cause us some minor
trouble in the proof of Proposition 10.3.

Proof of Proposition 10.4. Let m ∈ N. Consider the ring Z [U1, U2, ..., Um] (the poly-
nomial ring in m indeterminates U1, U2, ..., Um over the ring Z). For every i ∈ N, let
Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk be the so-called i-th elementary symmetric polynomial in the

variables U1, U2, ..., Um.
We know from Theorem 10.1 that (51) holds in the ring (Z [U1, U2, ..., Um]) [[T ]]

whenever ϕ ∈ 1 + Z [[t]]+ is a power series with constant term equal to 1. Applying
this to ϕ = 1 + ut, we obtain

m∏
i=1

(1 + ut) (UiT ) =
∑
j∈N

Td1+ut,j (X1, X2, ..., Xj)T
j,

where (1 + ut) (UiT ) means “the power series 1+ut, applied to UiT” (and not a product
of 1 + ut and UiT , whatever such a product could mean). Since

m∏
i=1

(1 + ut) (UiT )︸ ︷︷ ︸
=1+uUiT=1+Ui·uT

=
m∏
i=1

(1 + Ui · uT ) =
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

︸ ︷︷ ︸
=Xi

(uT )i︸ ︷︷ ︸
=uiT i

(
by Exercise 4.2 (b), applied to Ui, (Z [U1, U2, ..., Um]) [[T ]] , and uT

instead of αi, A, and t

)
=
∑
i∈N

Xiu
iT i =

∑
j∈N

Xju
jT j (here, we renamed the index i as j) ,

this rewrites as ∑
j∈N

Xju
jT j =

∑
j∈N

Td1+ut,j (X1, X2, ..., Xj)T
j.

By comparing coefficients in this equation, we conclude that

Xju
j = Td1+ut,j (X1, X2, ..., Xj) in Z [U1, U2, ..., Um] for all j ∈ N.
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Now we forget that we fixed m. Instead, fix some positive j ∈ N, and take m = j.
Then, we have just proved that

Xju
j = Td1+ut,j (X1, X2, ..., Xj) in Z [U1, U2, ..., Uj] .

Applying Theorem 4.1 (a) to K = Z, m = j and P = Xju
j, we conclude that

there exists one and only one polynomial Q ∈ Z [α1, α2, ..., αj] such that Xju
j =

Q (X1, X2, ..., Xj). In particular, there exists at most one such polynomialQ ∈ Z [α1, α2, ..., αj].
Hence, if Q1 ∈ Z [α1, α2, ..., αj] and Q2 ∈ Z [α1, α2, ..., αj] are two polynomials

such that Xju
j = Q1 (X1, X2, ..., Xj) and Xju

j = Q2 (X1, X2, ..., Xj) ,
then Q1 = Q2

 . (54)

Let Q1 ∈ Z [α1, α2, ..., αj] be the polynomial defined by Q1 = ujαj. Let Q2 ∈
Z [α1, α2, ..., αj] be the polynomial defined by Q2 = Td1+ut,j. We are now going to
prove that Q1 = Q2.

Since our two polynomials Q1 and Q2 satisfy

Q1 (X1, X2, ..., Xj) = ujXj

(
since Q1 = ujαj

)
= Xju

j

and

Q2 (X1, X2, ..., Xj) = Td1+ut,j (X1, X2, ..., Xj) (since Q2 = Td1+ut,j)

= Xju
j,

we can conclude from (54) that Q1 = Q2. Hence, ujαj = Q1 = Q2 = Td1+ut,j. This
proves Proposition 10.4.

10.4. The 0-th and 1-st coefficients of tdϕ,T (x)

We keep back the proof of Proposition 10.3 for a moment - instead, we first show a
proposition which gives the first two coefficients of the power series tdϕ,T (x) in the
general case (with ϕ arbitrary):

Proposition 10.5. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let ϕ ∈ 1 + Z [[t]]+ be a power series with constant term
equal to 1.

(a) Then, Coeff0 (tdϕ,T (x)) = 1 for every x ∈ K.

(b) Let ϕ1 be the coefficient of the power series ϕ ∈ Z [[t]] before t1. Then,
Coeff1 (tdϕ,T (x)) = ϕ1x for every x ∈ K.

To prove this, we need to compute the 0-th and the 1-st Todd polynomials of ϕ:

Proposition 10.6. Let Z be a ring. Let ϕ ∈ 1 + Z [[t]]+ be a power series
with constant term equal to 1.

(a) Then, Tdϕ,0 = 1.

(b) Let ϕ1 be the coefficient of the power series ϕ ∈ Z [[t]] before t1. Then,
Tdϕ,1 = ϕ1α1.
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Proof of Proposition 10.6. Let m ∈ N. Consider the ring Z [U1, U2, ..., Um] and its
elements Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk as in the definition of Tdϕ,j.

We know from Theorem 10.1 that (51) holds in the ring (Z [U1, U2, ..., Um]) [[T ]]. In
other words,

m∏
i=1

ϕ (UiT ) =
∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j.

Thus,

Coeff0

(
m∏
i=1

ϕ (UiT )

)
= Coeff0

(∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j

)
= Tdϕ,0 (X1, X2, ..., X0)

(55)
58 (by the definition of Coeff0) and

Coeff1

(
m∏
i=1

ϕ (UiT )

)
= Coeff1

(∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j

)
= Tdϕ,1 (X1, X2, ..., X1)

(56)
(by the definition of Coeff1). Both of these equations (55) and (56) hold in the ring
Z [U1, U2, ..., Um].

(a) Let m = 0. Then, the polynomial rings Z [U1, U2, ..., Um] = Z [U1, U2, ..., U0] and
Z [α1, α2, ..., α0] can be canonically identified with the ring Z (because they are polyno-
mial rings in zero variables, and a polynomial ring in zero variables over a ring K is the
same as the ring K itself). Under this identification, the “value” Tdϕ,0 (X1, X2, ..., X0)
corresponds to the polynomial Tdϕ,0, so that we can write Tdϕ,0 (X1, X2, ..., X0) =
Tdϕ,0.

But the equation (55) holds in the ring Z [U1, U2, ..., Um] = Z [U1, U2, ..., U0] ∼= Z.
Hence, we have

Tdϕ,0 (X1, X2, ..., X0) = Coeff0


m∏
i=1

ϕ (UiT )︸ ︷︷ ︸
=(empty product)

(since m=0)


= Coeff0 (empty product)︸ ︷︷ ︸

=1

= 1

in the ring Z. Hence, Tdϕ,0 = Tdϕ,0 (X1, X2, ..., X0) = 1. This proves Proposition 10.6
(a).

(b) Let m = 1. Then, Z [U1, U2, ..., Um] = Z [U1], and in this ring Z [U1, U2, ..., Um]
we have X1 = U1 (because X1 is the 1-st elementary symmetric polynomial of the one

58The notation Tdϕ,0 (X1, X2, ..., X0) is somewhat unusual, but it should not be surprising: The
polynomial Tdϕ,0 is an element of Z [α1, α2, ..., α0], that is, a polynomial in zero variables. (Of
course, polynomials in zero variables are just elements of the base ring - in this case, elements of
Z.)
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variable U1). Thus, in this ring, we have

Tdϕ,1 (U1) = Tdϕ,1 (X1) = Tdϕ,1 (X1, X2, ..., X1)

= Coeff1


m∏
i=1

ϕ (UiT )︸ ︷︷ ︸
=ϕ(U1T ) (since m=1)

 (by (56))

= Coeff1 (ϕ (U1T )) =
(
the coefficient of the power series ϕ (U1T ) before T 1

)
= U1

(
the coefficient of the power series ϕ before t1

)︸ ︷︷ ︸
=ϕ1

= U1ϕ1.

Now, let κ be the Z-algebra homomorphism Z [α1] → Z [U1] which maps α1 to U1.
This homomorphism κ must be an isomorphism (since U1 is obviously algebraically
independent). Since κ is a Z-algebra homomorphism and Tdϕ,1 is a polynomial, we
have κ (Tdϕ,1 (α1)) = Tdϕ,1 (κ (α1)) (because Z-algebra homomorphisms commute with
polynomials). Now,

κ

 Tdϕ,1︸ ︷︷ ︸
=Tdϕ,1(α1)

 = κ (Tdϕ,1 (α1)) = Tdϕ,1

κ (α1)︸ ︷︷ ︸
=U1

 = Tdϕ,1 (U1)

= U1︸︷︷︸
=κ(α1)

ϕ1 = κ (α1)ϕ1 = ϕ1κ (α1) = κ (ϕ1α1)

(since κ is a Z-algebra homomorphism). Thus, Tdϕ,1 = ϕ1α1 (since κ is an isomor-
phism). This proves Proposition 10.6 (b).

Proof of Proposition 10.5. Let x ∈ K.
(a) We have

Coeff0 (tdϕ,T (x)) = Coeff0

(∑
j∈N

Tdϕ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j

)
(by (53))

= Tdϕ,0
(
λ1 (x) , λ2 (x) , ..., λ0 (x)

)
(by the definition of Coeff0)

= Tdϕ,0 = 1 (by Proposition 10.6 (a)) .

(b) We have

Coeff1 (tdϕ,T (x)) = Coeff1

(∑
j∈N

Tdϕ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j

)
(by (53))

= Tdϕ,1
(
λ1 (x) , λ2 (x) , ..., λ1 (x)

)
(by the definition of Coeff1)

= Tdϕ,1

λ1 (x)︸ ︷︷ ︸
=x

 = Tdϕ,1 (x) = ϕ1x

(since Proposition 10.6 (b) yields Tdϕ,1 = ϕ1α1) .

Proposition 10.5 is now proven.
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10.5. Proof of Proposition 10.3

Proof of Proposition 10.3. Let x ∈ K. Applying (53) to ϕ = 1 + ut, we obtain

td1+ut,T (x)

=
∑
j∈N

Td1+ut,j

(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j

= Td1+ut,0

(
λ1 (x) , λ2 (x) , ..., λ0 (x)

)︸ ︷︷ ︸
=Td1+ut,0=1

(by Proposition 10.6 (a),
applied to ϕ=1+ut)

T 0 +
∑
j∈N;
j>0

Td1+ut,j︸ ︷︷ ︸
=ujαj

(by Proposition 10.4)

(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j

= 1T 0 +
∑
j∈N;
j>0

(
ujαj

) (
λ1 (x) , λ2 (x) , ..., λj (x)

)︸ ︷︷ ︸
=ujλj(x)=λj(x)uj

T j = 1T 0 +
∑
j∈N;
j>0

λj (x)ujT j.

Compared with

λuT (x) = evuT

 λT (x)︸ ︷︷ ︸
=
∑
j∈N

λj(x)T j

 = evuT

(∑
j∈N

λj (x)T j

)

=
∑
j∈N

λj (x)ujT j (by the definition of evuT )

= λ0 (x)︸ ︷︷ ︸
=1

u0︸︷︷︸
=1

T 0 +
∑
j∈N;
j>0

λj (x)ujT j = 1T 0 +
∑
j∈N;
j>0

λj (x)ujT j,

this yields that td1+ut,T (x) = λuT (x). This proves Proposition 10.3.

10.6. The Todd homomorphism is multiplicative in ϕ

Our next proposition is another step to making the ϕ-Todd homomorphism manage-
able:

Proposition 10.7. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such

that K is a Z-algebra. Let ϕ ∈ 1 + Z [[t]]+ and ψ ∈ 1 + Z [[t]]+ be two
power series with constant terms equal to 1. For every x ∈ K, we have
tdϕψ,T (x) = tdϕ,T (x) tdψ,T (x).

Again, this boils down to an identity for Todd polynomials:

Proposition 10.8. Let Z be a ring. Let ϕ ∈ 1+Z [[t]]+ and ψ ∈ 1+Z [[t]]+

be two power series with constant terms equal to 1. Then,

Tdϕψ,j (α1, α2, ..., αj) =

j∑
i=0

Tdϕ,i (α1, α2, ..., αi) · Tdψ,j−i (α1, α2, ..., αj−i)

(in the polynomial ring Z [α1, α2, ..., αj]) for every j ∈ N.
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Proof of Proposition 10.8. 1st Step: We have ϕψ ∈ 1 + Z [[t]]+.
Proof. The constant term of the product of two power series always equals the

product of the constant terms of these power series. Applying this to the power series
ϕ and ψ, we obtain

(constant term of the power series ϕψ)

= (constant term of the power series ϕ)︸ ︷︷ ︸
=1 (since ϕ∈1+Z[[t]]+)

· (constant term of the power series ψ)︸ ︷︷ ︸
=1 (since ψ∈1+Z[[t]]+)

= 1 · 1 = 1,

so that ϕψ ∈ 1 + Z [[t]]+. The 1st Step is thus proven.
2nd Step: We are going to show that for every m ∈ N, we have

Tdϕψ,j (X1, X2, ..., Xj) =

j∑
i=0

Tdϕ,i (X1, X2, ..., Xi) · Tdψ,j−i (X1, X2, ..., Xj−i)

in the polynomial ring Z [U1, U2, ..., Um] for every j ∈ N (where, as usual, Xi denotes
the polynomial

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk (the i-th elementary symmetric polynomial in the

variables U1, U2, ..., Um) for every i ∈ N).
Proof. Letm ∈ N. By Theorem 10.1, the equality (51) holds in the ring (Z [U1, U2, ..., Um]) [[T ]].

In other words,
m∏
i=1

ϕ (UiT ) =
∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j.

Applying this equality to ψ instead of ϕ, we get

m∏
i=1

ψ (UiT ) =
∑
j∈N

Tdψ,j (X1, X2, ..., Xj)T
j.

On the other hand, applying it to ϕψ instead of ϕ, we get

m∏
i=1

(ϕψ) (UiT ) =
∑
j∈N

Tdϕψ,j (X1, X2, ..., Xj)T
j.
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Hence, ∑
j∈N

Tdϕψ,j (X1, X2, ..., Xj)T
j

=
m∏
i=1

(ϕψ) (UiT )︸ ︷︷ ︸
=ϕ(UiT )ψ(UiT )

=
m∏
i=1

(ϕ (UiT )ψ (UiT ))

=
m∏
i=1

ϕ (UiT )︸ ︷︷ ︸
=
∑
j∈N

Tdϕ,j(X1,X2,...,Xj)T j

·
m∏
i=1

ψ (UiT )︸ ︷︷ ︸
=
∑
j∈N

Tdψ,j(X1,X2,...,Xj)T j

=

(∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j

)
·

(∑
j∈N

Tdψ,j (X1, X2, ..., Xj)T
j

)

=
∑
j∈N

(
j∑
i=0

Tdϕ,i (X1, X2, ..., Xi) · Tdψ,j−i (X1, X2, ..., Xj−i)

)
T j

(by the definition of the product of two formal power series) .

Comparing coefficients in this equation, we conclude that

Tdϕψ,j (X1, X2, ..., Xj) =

j∑
i=0

Tdϕ,i (X1, X2, ..., Xi) · Tdψ,j−i (X1, X2, ..., Xj−i)

for every j ∈ N. This proves the 2nd Step.
3rd Step: Let us now prove Proposition 10.8.
Fix some j ∈ N. Let m = j. We are going to work in the ring Z [U1, U2, ..., Um] =

Z [U1, U2, ..., Uj].
Applying Theorem 4.1 (a) to K = Z, m = j and P = Tdϕψ,j (X1, X2, ..., Xj), we

conclude that there exists one and only one polynomial Q ∈ Z [α1, α2, ..., αj] such that
Tdϕψ,j (X1, X2, ..., Xj) = Q (X1, X2, ..., Xj). In particular, there exists at most one
such polynomial Q ∈ Z [α1, α2, ..., αj]. Hence, if Q1 ∈ Z [α1, α2, ..., αj] and Q2 ∈ Z [α1, α2, ..., αj] are two polynomials

such that Tdϕψ,j (X1, X2, ..., Xj) = Q1 (X1, X2, ..., Xj) and
Tdϕψ,j (X1, X2, ..., Xj) = Q2 (X1, X2, ..., Xj) , then Q1 = Q2

 . (57)

Let Q1 ∈ Z [α1, α2, ..., αj] be the polynomial defined by Q1 = Tdϕψ,j (α1, α2, ..., αj).

Let Q2 ∈ Z [α1, α2, ..., αj] be the polynomial defined by Q2 =
j∑
i=0

Tdϕ,i (α1, α2, ..., αi) ·

Tdψ,j−i (α1, α2, ..., αj−i). We are now going to prove that Q1 = Q2.
Since our two polynomials Q1 and Q2 satisfy

Q1 (X1, X2, ..., Xj) = Tdϕψ,j (X1, X2, ..., Xj) (since Q1 = Tdϕψ,j (α1, α2, ..., αj))
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and

Q2 (X1, X2, ..., Xj) =

j∑
i=0

Tdϕ,i (X1, X2, ..., Xi) · Tdψ,j−i (X1, X2, ..., Xj−i)(
since Q2 =

j∑
i=0

Tdϕ,i (α1, α2, ..., αi) · Tdψ,j−i (α1, α2, ..., αj−i)

)
= Tdϕψ,j (X1, X2, ..., Xj) (by the 2nd Step) ,

we can conclude from (57) that Q1 = Q2. Hence,

Tdϕψ,j (α1, α2, ..., αj) = Q1 = Q2 =

j∑
i=0

Tdϕ,i (α1, α2, ..., αi) · Tdψ,j−i (α1, α2, ..., αj−i) .

This proves Proposition 10.8.

Proof of Proposition 10.7. 1st Step: For every j ∈ N and x ∈ K, we have

Tdϕψ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
=

j∑
i=0

Tdϕ,i
(
λ1 (x) , λ2 (x) , ..., λi (x)

)
· Tdψ,j−i

(
λ1 (x) , λ2 (x) , ..., λj−i (x)

)
.

Proof. Let j ∈ N and x ∈ K. Since the polynomials Tdϕψ,j (α1, α2, ..., αj) and
j∑
i=0

Tdϕ,i (α1, α2, ..., αi) · Tdψ,j−i (α1, α2, ..., αj−i) are equal (by Proposition 10.8), their

evaluations at (λ1 (x) , λ2 (x) , ..., λj (x)) must also be equal. But since the evaluation
of Tdϕψ,j (α1, α2, ..., αj) at
(λ1 (x) , λ2 (x) , ..., λj (x)) is Tdϕψ,j (λ1 (x) , λ2 (x) , ..., λj (x)), whereas the evaluation of
j∑
i=0

Tdϕ,i (α1, α2, ..., αi) · Tdψ,j−i (α1, α2, ..., αj−i) at (λ1 (x) , λ2 (x) , ..., λj (x)) is

j∑
i=0

Tdϕ,i (λ
1 (x) , λ2 (x) , ..., λi (x)) · Tdψ,j−i (λ

1 (x) , λ2 (x) , ..., λj−i (x)), this yields that

the values Tdϕψ,j (λ1 (x) , λ2 (x) , ..., λj (x)) and
j∑
i=0

Tdϕ,i (λ
1 (x) , λ2 (x) , ..., λi (x)) · Tdψ,j−i (λ

1 (x) , λ2 (x) , ..., λj−i (x)) are equal. This

proves the 1st step.
2nd Step: Now let us prove Proposition 10.7.
Let x ∈ K. By (53) (applied to ϕψ instead of ϕ), we have

tdϕψ,T (x) =
∑
j∈N

Tdϕψ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j.
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But

tdϕ,T (x)︸ ︷︷ ︸
=
∑
j∈N

Tdϕ,j(λ1(x),λ2(x),...,λj(x))T j

(by (53))

tdψ,T (x)︸ ︷︷ ︸
=
∑
j∈N

Tdψ,j(λ1(x),λ2(x),...,λj(x))T j

(by (53), applied to ψ instead of ϕ)

=

(∑
j∈N

Tdϕ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j

)
·

(∑
j∈N

Tdψ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j

)

=
∑
j∈N

(
j∑
i=0

Tdϕ,i
(
λ1 (x) , λ2 (x) , ..., λi (x)

)
· Tdψ,j−i

(
λ1 (x) , λ2 (x) , ..., λj−i (x)

))
︸ ︷︷ ︸

=Tdϕψ,j(λ1(x),λ2(x),...,λj(x))
(by the 1st Step)

T j

(by the definition of the product of two formal power series)

=
∑
j∈N

Tdϕψ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j = tdϕψ,T (x) .

This proves Proposition 10.7.

An easy consequence of Proposition 10.7:

Proposition 10.9. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let m ∈ N. For every i ∈ {1, 2, ...,m}, let ϕi ∈ 1+Z [[t]]+

be a power series with constant term equal to 1. For every x ∈ K, we have

td m∏
i=1

ϕi,T
(x) =

m∏
i=1

tdϕi,T (x) .

Proof of Proposition 10.9. This can be proven by induction overm. The induction base
(the case m = 0) requires showing that td1,T (x) = 1, but this follows from Proposition
10.359. The induction step is a straightforward application of Proposition 10.7. Thus
Proposition 10.9 is proven.

10.7. tdϕ,T takes sums into products

Our next goal is to show the following general property of tdϕ,T :

Theorem 10.10. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let ϕ ∈ 1 + Z [[t]]+ be a power series with constant term
equal to 1. Let x ∈ K and y ∈ K. Then, tdϕ,T (x)·tdϕ,T (y) = tdϕ,T (x+ y).

59In fact, Proposition 10.3 (applied to u = 0) yields td1+0t,T (x) = λ0T (x). Now λ0T (x) =
ev0T (λT (x)). Since ev0T is the map K [[T ]] → K [[T ]] which sends every power se-
ries to its constant term (viewed as a constant power series), we have ev0T (λT (x)) =
(constant term of the power series λT (x)) = 1. Thus, td1,T (x) = td1+0t,T (x) = λ0T (x) =
ev0T (λT (x)) = 1.
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How can we prove a theorem like this? By using Proposition 10.3, we could prove it
in the case of ϕ being a polynomial of the form 1 + ut with u ∈ Z. Using Proposition
10.9, we could therefore also prove it in the case of ϕ being a product of finitely many
such polynomials. However, the case of ϕ being a general power series does not directly
follow from any of our above-proven propositions. Not even the case of ϕ being a general
polynomial - in fact, a general polynomial does not always factor into polynomials of
the form 1 + ut with u ∈ Z.

However, we can prove Theorem 10.10 (and similar results) using the following two
tricks: First, we need a kind of continuity (similar to the one we used in Section 5) to
reduce the case of ϕ a power series to the case of ϕ a polynomial. Second, we need
to split every arbitrary polynomial ϕ with constant term equal to 1 into a product of
polynomials of the form 1 + ut; this will be done by an appropriate extension of the
ring Z (again, similarly to how we extended K in Section 5). However, these tricks do
not yet give us a proof of Theorem 10.10 unless we change our viewpoint to a more
general one: Rather than working in a λ-ring

(
K, (λi)i∈N

)
, we work with power series

over an arbitrary ring. Here is what we do, precisely:

10.8. The Toddϕ map

Definition. Let Z be a ring. Let K be a Z-algebra. Let ϕ ∈ 1 + Z [[t]]+

be a power series with constant term equal to 1. We define a map Toddϕ :
K [[T ]]→ K [[T ]] by

Toddϕ (p) =
∑
j∈N

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j for every p ∈ K [[T ]] .

(58)

The reason why we can consider this a generalization of the ϕ-Todd homomorphism
is the following:

Proposition 10.11. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such

that K is a Z-algebra. Let ϕ ∈ 1 + Z [[t]]+ be a power series with constant
term equal to 1. Then, every x ∈ K satisfies tdϕ,T (x) = Toddϕ (λT (x)).

Proof of Proposition 10.11. Let x ∈ K. Then, λT (x) =
∑
i∈N

λi (x)T i, so that every

k ∈ N satisfies Coeffk (λT (x)) = Coeffk

(∑
i∈N

λi (x)T i
)

= λk (x) (by the definition of

Coeffk). Thus, (Coeff1 (λT (x)) ,Coeff2 (λT (x)) , ...,Coeffj (λT (x))) = (λ1 (x) , λ2 (x) , ..., λj (x))
for every j ∈ N. Now, (58) (applied to p = λT (x)) yields

Toddϕ (λT (x))

=
∑
j∈N

Tdϕ,j (Coeff1 (λT (x)) ,Coeff2 (λT (x)) , ...,Coeffj (λT (x)))T j

=
∑
j∈N

Tdϕ,j
(
λ1 (x) , λ2 (x) , ..., λj (x)

)
T j(

since (Coeff1 (λT (x)) ,Coeff2 (λT (x)) , ...,Coeffj (λT (x))) =
(
λ1 (x) , λ2 (x) , ..., λj (x)

))
= tdϕ,T (x) .

113



This proves Proposition 10.11.

Now let us generalize our above results about tdϕ,T to results about Toddϕ. This
will be rather easy since our proofs generalize.

Here comes the generalization of Proposition 10.3:

Proposition 10.12. Let Z be a ring. Let K be a Z-algebra. Let u ∈ Z.
Let p ∈ 1 +K [[T ]]+. Then, Todd1+ut (p) = evuT (p). 60

Proof of Proposition 10.12. The coefficient of the power series p before T 0 is 1 (since
p ∈ 1 + K [[T ]]+). In other words, Coeff0 p = 1 (since Coeff0 p is defined as the
coefficient of the power series p before T 0).

For every j ∈ N, the coefficient of p before T j is Coeffj p. Hence, p =
∑
j∈N

(Coeffj p) ·

T j. Thus,

evuT p = evuT

(∑
j∈N

(Coeffj p) · T j
)

=
∑
j∈N

(Coeffj p) · ujT j (by the definition of evuT )

=
∑
j∈N

uj (Coeffj p)T
j = u0︸︷︷︸

=1

(Coeff0 p)︸ ︷︷ ︸
=1

T 0 +
∑
j∈N;
j>0

uj (Coeffj p)T
j

= 1T 0 +
∑
j∈N;
j>0

uj (Coeffj p)T
j.

Compared with

Todd1+ut (p)

=
∑
j∈N

Td1+ut,j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j (by (58), applied to ϕ = 1 + ut)

= Td1+ut,0 (Coeff1 p,Coeff2 p, ...,Coeff0 p)︸ ︷︷ ︸
=Td1+ut,0=1

(by Proposition 10.6 (a),
applied to ϕ=1+ut)

T 0

+
∑
j∈N;
j>0

Td1+ut,j︸ ︷︷ ︸
=ujαj

(by Proposition 10.4)

(Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

= 1T 0 +
∑
j∈N;
j>0

(
ujαj

)
(Coeff1 p,Coeff2 p, ...,Coeffj p)︸ ︷︷ ︸

=uj(Coeffj p)

T j

= 1T 0 +
∑
j∈N;
j>0

uj (Coeffj p)T
j,

this yields that evuT p = Todd1+ut (p). This proves Proposition 10.12.

60Let us recall that evuT denotes the map K [[T ]]→ K [[T ]] defined by

evuT

(∑
i∈N

aiT
i

)
=
∑
i∈N

aiu
iT i for every power series

∑
i∈N

aiT
i ∈ K [[T ]] (with ai ∈ K for every i).
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Next, the generalization of Proposition 10.5:

Proposition 10.13. Let Z be a ring. Let K be a Z-algebra. Let ϕ ∈
1+Z [[t]]+ be a power series with constant term equal to 1. Let p ∈ K [[T ]].

(a) Then, Coeff0 (Toddϕ (p)) = 1.

(b) Let ϕ1 be the coefficient of the power series ϕ ∈ Z [[t]] before t1. Then,
Coeff1 (Toddϕ (p)) = ϕ1 Coeff1 p.

Proof of Proposition 10.13. (a) We have

Coeff0 (Toddϕ (p))

= Coeff0

(∑
j∈N

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

)
(by (58))

= Tdϕ,0 (Coeff1 p,Coeff2 p, ...,Coeff0 p) (by the definition of Coeff0)

= Tdϕ,0 = 1 (by Proposition 10.6 (a)) .

(b) We have

Coeff1 (Toddϕ (p))

= Coeff1

(∑
j∈N

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

)
(by (53))

= Tdϕ,1 (Coeff1 p,Coeff2 p, ...,Coeff1 p) (by the definition of Coeff1)

= Tdϕ,1 (Coeff1 p) = ϕ1 Coeff1 p

(since Proposition 10.6 (b) yields Tdϕ,1 = ϕ1α1) .

Proposition 10.13 is now proven.

Our next generalization is that of Proposition 10.7:

Proposition 10.14. Let Z be a ring. Let K be a Z-algebra. Let ϕ ∈
1 + Z [[t]]+ and ψ ∈ 1 + Z [[t]]+ be two power series with constant terms
equal to 1. Let p ∈ K [[T ]]. Then, Toddϕψ (p) = Toddϕ (p) · Toddψ (p).

Proof of Proposition 10.14. For every j ∈ N, we will abbreviate Coeffj p by pj. Then,
(Coeff1 p,Coeff2 p, ...,Coeffj p) = (p1, p2, ..., pj).

1st Step: For every j ∈ N, we have

Tdϕψ,j (p1, p2, ..., pj) =

j∑
i=0

Tdϕ,i (p1, p2, ..., pi) · Tdψ,j−i (p1, p2, ..., pj−i) .

Proof. Let j ∈ N. Since the polynomials Tdϕψ,j (α1, α2, ..., αj) and
j∑
i=0

Tdϕ,i (α1, α2, ..., αi)·

Tdψ,j−i (α1, α2, ..., αj−i) are equal (by Proposition 10.8), their evaluations at (p1, p2, ..., pj)
must also be equal. But since the evaluation of Tdϕψ,j (α1, α2, ..., αj) at (p1, p2, ..., pj) is

Tdϕψ,j (p1, p2, ..., pj), whereas the evaluation of
j∑
i=0

Tdϕ,i (α1, α2, ..., αi)·Tdψ,j−i (α1, α2, ..., αj−i)
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at (p1, p2, ..., pj) is
j∑
i=0

Tdϕ,i (p1, p2, ..., pi) · Tdψ,j−i (p1, p2, ..., pj−i), this yields that the

values Tdϕψ,j (p1, p2, ..., pj) and
j∑
i=0

Tdϕ,i (p1, p2, ..., pi)·Tdψ,j−i (p1, p2, ..., pj−i) are equal.

This proves the 1st step.
2nd Step: Now let us prove Proposition 10.14.
By (58) (applied to ϕψ instead of ϕ), we have

Toddϕψ (p) =
∑
j∈N

Tdϕψ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)︸ ︷︷ ︸
=(p1,p2,...,pj)

T j

=
∑
j∈N

Tdϕψ,j (p1, p2, ..., pj)T
j.

But

Toddϕ (p)︸ ︷︷ ︸
=
∑
j∈N

Tdϕ,j(Coeff1 p,Coeff2 p,...,Coeffj p)T
j

(by (58))

Toddψ (p)︸ ︷︷ ︸
=
∑
j∈N

Tdψ,j(Coeff1 p,Coeff2 p,...,Coeffj p)T
j

(by (58), applied to ψ instead of ϕ)

=

∑
j∈N

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)︸ ︷︷ ︸
=(p1,p2,...,pj)

T j

 ·
∑

j∈N

Tdψ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)︸ ︷︷ ︸
=(p1,p2,...,pj)

T j


=

(∑
j∈N

Tdϕ,j (p1, p2, ..., pj)T
j

)
·

(∑
j∈N

Tdψ,j (p1, p2, ..., pj)T
j

)

=
∑
j∈N

(
j∑
i=0

Tdϕ,i (p1, p2, ..., pi) · Tdψ,j−i (p1, p2, ..., pj−i)

)
︸ ︷︷ ︸

=Tdϕψ,j(p1,p2,...,pj)
(by the 1st Step)

T j

(by the definition of the product of two formal power series)

=
∑
j∈N

Tdϕψ,j (p1, p2, ..., pj)T
j = Toddϕψ (p) .

This proves Proposition 10.14.

Next, Proposition 10.9 generalizes to the following result:

Proposition 10.15. Let Z be a ring. Let K be a Z-algebra. Let m ∈ N.
For every i ∈ {1, 2, ...,m}, let ϕi ∈ 1 + Z [[t]]+ be a power series with
constant term equal to 1. Let p ∈ K [[T ]]. Then,

Todd m∏
i=1

ϕi
(p) =

m∏
i=1

Toddϕi (p) .

Proof of Proposition 10.15. This can be proven by induction over m. The induction
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base (the case m = 0) requires showing that Todd1 (p) = 1, but this is easy61. The
induction step is a straightforward application of Proposition 10.14. Thus Proposition
10.15 is proven.

We now formulate our generalization of Theorem 10.10 - it is through this general-
ization that we are going to prove Theorem 10.10:

Theorem 10.16. Let Z be a ring. Let K be a Z-algebra. Let ϕ ∈ 1 +
Z [[t]]+ be a power series with constant term equal to 1. Let p ∈ 1+K [[T ]]+

and q ∈ 1 +K [[T ]]+. Then, Toddϕ (p) · Toddϕ (q) = Toddϕ (pq).

To prove this theorem, we first reduce it to the case when K = Z:

Lemma 10.17. Let K be a ring. Let ϕ ∈ 1 + K [[t]]+ be a power series
with constant term equal to 1. Let p ∈ 1 + K [[T ]]+ and q ∈ 1 + K [[T ]]+.
Then, Toddϕ (p) · Toddϕ (q) = Toddϕ (pq).

We will now prepare to the proof of this lemma. First, let us introduce the version
of continuity that we need.

10.9. Preparing for the proof of Lemma 10.17

The following two definitions are copies of two definitions which we made in Section
5, with the only difference that the variable that used to be T in Section 5 is called t
here.

Definition. Let K be a ring. Let K [t]+ be the subset of K [t] defined by

K [t]+ = tK [t] =

{∑
i∈N

ait
i ∈ K [t] | ai ∈ K for all i, and a0 = 0

}
= {p ∈ K [t] | p is a polynomial with constant term 0} .

Then, the set 1+K [t]+ is a subset of 1+K [[t]]+. The elements of 1+K [t]+

are polynomials.

61Proof. Applying (58) to ϕ = 1, we obtain

Todd1 (p) =
∑
j∈N

Td1,j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

= Td1,0 (Coeff1 p,Coeff2 p, ...,Coeff0 p)︸ ︷︷ ︸
=Td1,0=1

(by Proposition 10.6 (a),
applied to ϕ=1)

T 0 +
∑
j∈N;
j>0

Td1,j︸ ︷︷ ︸
=Td1+0t,j=0jαj

(by Proposition 10.4,
applied to u=0)

(Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

= 1T 0︸︷︷︸
=1

+
∑
j∈N;
j>0

0j︸︷︷︸
=0

(since j>0)

αj (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

= 1 +
∑
j∈N;
j>0

0αj (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

︸ ︷︷ ︸
=0

= 1.
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Definition. Let K be a ring. As a K-module, K [[t]] =
∏
k∈N

Ktk. Now, we

define the so-called (t)-topology on the ring K [[t]] as the topology generated
by {

u+ tNK [[t]] | u ∈ K [[t]] and N ∈ N
}
.

In other words, the open sets of this topology should be all translates of
the K-submodules tNK [[t]] for N ∈ N, as well as the unions of these
translates62. (Note that, for each N ∈ N, the set tNK [[t]] is actually an
ideal of K [[t]], and consists of all power series f ∈ K [[t]] whose coefficients
before t0, t1, . . . , tN−1 all vanish. This ideal tNK [[t]] can also be described as
the N -th power of the ideal tK [[t]]; therefore, the (t)-topology on K [[t]] is
precisely the so-called tK [[t]]-adic topology. Also note that every translate
of the submodule tNK [[t]] for N ∈ N actually has the form p + tNK [[t]]
for a polynomial p ∈ K [t] of degree < N , and this polynomial is uniquely
determined.) It is well-known that the (t)-topology makes K [[t]] into a
topological ring.

Now, we have:

Theorem 10.18. Let K be a ring. The (t)-topology on the ring K [[t]]
restricts to a topology on its subset 1 + K [[t]]+; we call this topology the
(t)-topology again. Whenever we say “open”, “continuous”, “dense”, etc.,
we are referring to this topology.

(a) The subset 1 +K [t]+ is dense in 1 +K [[t]]+.

(b) Let f : 1 +K [[t]]+ → K [[T ]] be a map such that for every n ∈ N there
exists some N ∈ N such that the first n coefficients of the image of a formal
power series under f depend only on the first N coefficients of the series
itself (and not on the remaining ones). Then, f is continuous. (Here, the
topology on K [[T ]] is supposed to be the (T )-topology defined in Section
5.)

(c) The topological spaces K [[t]] and 1 +K [[t]]+ are Hausdorff spaces.

Proof of Theorem 10.18. The parts (a) and (c) of Theorem 10.18 are obviously ob-
tained from the parts (a) and (e) of Theorem 5.5 by renaming the variable T as t.
Hence, they follow from Theorem 5.5. Part (b) of Theorem 10.18 is also true (it is
an exercise in topology, proven in the same way as Theorem 5.5 (b)). This proves
Theorem 10.18.

The good thing about the topology on 1 +K [[t]]+ just defined is that it makes the
map 1 +K [[t]]+ → K [[T ]], ϕ 7→ Toddϕ (p) continuous for every given p ∈ K [[T ]]:

Proposition 10.19. Let K be a ring. Let p ∈ K [[T ]]. Then, the map

1 +K [[t]]+ → K [[T ]] , ϕ 7→ Toddϕ (p)

is continuous. Here, the topology on 1 +K [[t]]+ is supposed to be the (t)-
topology, and the topology on K [[T ]] is supposed to be the (T )-topology
defined in Section 5.

62This includes the empty union, which is ∅.
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Proof of Proposition 10.19. Let f denote the map

1 +K [[t]]+ → K [[T ]] , ϕ 7→ Toddϕ (p) .

Then, in order to verify Proposition 10.19, we must prove that this map f is continuous.
1st Step: Let n ∈ N. Let ϕ ∈ 1 + K [[t]]+ and ψ ∈ 1 + K [[t]]+ be two power series

such that the first n coefficients63 of ϕ are equal to the respective coefficients of ψ.
Then, the first n coefficients of the power series Toddϕ (p) are equal to the respective
coefficients of the power series Toddψ (p).

Proof. Let m ∈ {0, 1, ..., n− 1} be arbitrary.
Since the first n coefficients of the power series ϕ are equal to the respective coef-

ficients of the power series ψ, we have ϕ ≡ ψmod tn in the ring K [[t]]. Thus, there
exists some formal power series η ∈ K [[t]] such that ϕ− ψ = ηtn. Consider such an η.

Consider the polynomial ringK [U1, U2, ..., Um] and its elementsXi =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

as in the definition of Tdϕ,j.
Every i ∈ {1, 2, ...,m} satisfies

ϕ (UiT )− ψ (UiT ) = (ϕ− ψ)︸ ︷︷ ︸
=ηtn

(UiT ) = (ηtn) (UiT )

 where (ηtn) (UiT ) means the application of the formal
power series ηtn ∈ K [[t]] to UiT , and not a product of ηtn

with UiT (whatever that could mean)


= η (UiT ) · (UiT )n︸ ︷︷ ︸

=Uni T
n

= η (UiT ) · Un
i T

n

and thus T n | ϕ (UiT ) − ψ (UiT ), so that ϕ (UiT ) ≡ ψ (UiT ) modT n in the ring
(K [U1, U2, ..., Um]) [[T ]]. Multiplying the congruences ϕ (UiT ) ≡ ψ (UiT ) modT n for

all i ∈ {1, 2, ...,m}, we obtain
m∏
i=1

ϕ (UiT ) ≡
m∏
i=1

ψ (UiT ) modT n. In other words, the

first n coefficients of the power series
m∏
i=1

ϕ (UiT ) are equal to the respective coef-

ficients of the power series
m∏
i=1

ψ (UiT ). In other words, every k ∈ {0, 1, ..., n− 1}

satisfies Coeffk

(
m∏
i=1

ϕ (UiT )

)
= Coeffk

(
m∏
i=1

ψ (UiT )

)
. Applied to k = m, this yields

Coeffm

(
m∏
i=1

ϕ (UiT )

)
= Coeffm

(
m∏
i=1

ψ (UiT )

)
.

According to Theorem 10.1, the equation (51) holds in the ring (K [U1, U2, ..., Um]) [[T ]].
Thus,

Coeffm

(
m∏
i=1

ϕ (UiT )

)
= Coeffm

(∑
j∈N

Tdϕ,j (X1, X2, ..., Xj)T
j

)
(by (51))

= Tdϕ,m (X1, X2, ..., Xm) .

63Note that when we say “the first n coefficients” (of some power series), we mean the coefficients
before t0, t1, ..., tn−1.
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The same argument, but applied to ψ instead of ϕ, yields

Coeffm

(
m∏
i=1

ψ (UiT )

)
= Tdψ,m (X1, X2, ..., Xm) .

Thus,

Tdϕ,m (X1, X2, ..., Xm) = Coeffm

(
m∏
i=1

ϕ (UiT )

)

= Coeffm

(
m∏
i=1

ψ (UiT )

)
= Tdψ,m (X1, X2, ..., Xm) .

We will now use this to prove Tdϕ,m = Tdψ,m.
In fact, applying Theorem 4.1 (a) to Tdϕ,m (X1, X2, ..., Xm) instead of P , we con-

clude that there exists one and only one polynomial Q ∈ K [α1, α2, ..., αm] such that
Tdϕ,m (X1, X2, ..., Xm) = Q (X1, X2, ..., Xm). In particular, there exists at most one
such polynomial Q ∈ K [α1, α2, ..., αm]. Hence, if Q1 ∈ K [α1, α2, ..., αm] and Q2 ∈ K [α1, α2, ..., αm] are two polynomials

such that Tdϕ,m (X1, X2, ..., Xm) = Q1 (X1, X2, ..., Xm) and
Tdϕ,m (X1, X2, ..., Xm) = Q2 (X1, X2, ..., Xm) , then Q1 = Q2

 .

(59)
Let Q1 ∈ K [α1, α2, ..., αm] be the polynomial defined by Q1 = Tdϕ,m. Let Q2 ∈

K [α1, α2, ..., αm] be the polynomial defined by Q2 = Tdψ,m. We are now going to
prove that Q1 = Q2.

Since our two polynomials Q1 and Q2 satisfy

Q1 (X1, X2, ..., Xm) = Tdϕ,m (X1, X2, ..., Xm) (since Q1 = Tdϕ,m)

and

Q2 (X1, X2, ..., Xm) = Tdψ,m (X1, X2, ..., Xm) (since Q2 = Tdψ,m)

= Tdϕ,m (X1, X2, ..., Xm) ,

we can conclude from (59) that Q1 = Q2. Hence, Tdϕ,m = Q1 = Q2 = Tdψ,m.
Now,

Coeffm (Toddϕ (p)) = Coeffm

(∑
j∈N

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

)
(by (58))

= Tdϕ,m (Coeff1 p,Coeff2 p, ...,Coeffm p) .

The same argument, applied to ψ instead of ϕ, yields

Coeffm (Toddψ (p)) = Tdψ,m (Coeff1 p,Coeff2 p, ...,Coeffm p) .

Thus,

Coeffm (Toddϕ (p)) = Tdϕ,m︸ ︷︷ ︸
=Tdψ,m

(Coeff1 p,Coeff2 p, ...,Coeffm p)

= Tdψ,m (Coeff1 p,Coeff2 p, ...,Coeffm p) = Coeffm (Toddψ (p)) .
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So we have proven that Coeffm (Toddϕ (p)) = Coeffm (Toddψ (p)) for every m ∈
{0, 1, ..., n− 1}. In other words, for every m ∈ {0, 1, ..., n− 1}, the m-th coefficient of
the power series Toddϕ (p) equals the respective coefficient of the power series Toddψ (p).
In other words, the first n coefficients of the power series Toddϕ (p) are equal to the
respective coefficients of the power series Toddψ (p).

This proves the 1st Step.
2nd Step: Let n ∈ N. Let ϕ ∈ 1 + K [[t]]+ and ψ ∈ 1 + K [[t]]+ be two power

series such that the first n coefficients64 of ϕ are equal to the respective coefficients of
ψ. Then, the first n coefficients of the power series f (ϕ) are equal to the respective
coefficients of the power series f (ψ).

Proof. This is just an equivalent restatement of the 1st Step, since f (ϕ) = Toddϕ (p)
(by the definition of f) and f (ψ) = Toddψ (p) (by the definition of f).

3rd Step: We can rewrite the result of the 2nd Step as follows: If, for some n ∈ N,
two power series ϕ and ψ in 1+K [[t]]+ have the same first n coefficients (i. e., the first
n coefficients of ϕ are equal to the respective coefficients of ψ), then the images f (ϕ)
and f (ψ) of these two power series under f also have the same first n coefficients. In
other words, for every n ∈ N, the first n coefficients of the image of a formal power
series under f depend only on the first n coefficients of the series itself (and not on the
remaining ones).

Hence, for every n ∈ N, there exists some N ∈ N such that the first n coefficients of
the image of a formal power series under f depend only on the first N coefficients of
the series itself (and not on the remaining ones)65. According to Theorem 10.18 (b),
this yields that f is continuous.

Since f was defined as the map

1 +K [[t]]+ → K [[T ]] , ϕ 7→ Toddϕ (p) ,

this shows that the map

1 +K [[t]]+ → K [[T ]] , ϕ 7→ Toddϕ (p)

is continuous. Proposition 10.19 is thus proven.

So much for the topology on 1 +K [[t]]+. We now discuss extensions of K that make
polynomials factor.

By renaming the polynomial p as ϕ and the variable T as t in Theorem 5.2, we
obtain the following fact:

Theorem 10.20. Let K be a ring. For every element ϕ ∈ 1+K [t]+, there
exists an integer n (the degree of the polynomial ϕ), a finite-free extension
ring Kϕ of the ring K and n elements p1, p2, ..., pn of this extension ring

Kϕ such that ϕ =
n∏
i=1

(1 + pit) in Kϕ [t].

64Note that when we say “the first n coefficients” (of some power series), we mean the coefficients
before t0, t1, ..., tn−1.

65Namely, we can take N = n.
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10.10. Proof of Lemma 10.17

Now, finally, to the proof of Lemma 10.17:

Proof of Lemma 10.17. Fix p ∈ 1+K [[T ]]+ and q ∈ 1+K [[T ]]+, but let ϕ ∈ 1+K [[t]]+

vary.
1st Step: For every ϕ ∈ 1 +K [t]+, we have Toddϕ (p) · Toddϕ (q) = Toddϕ (pq).
Proof. Assume that ϕ ∈ 1 + K [t]+. According to Theorem 10.20, there exists an

integer n (the degree of the polynomial ϕ), a finite-free extension ring Kϕ of the ring

K and n elements p1, p2, ..., pn of this extension ring Kϕ such that ϕ =
n∏
i=1

(1 + pit) in

Kϕ [t]. Consider this ring Kϕ and these n elements p1, p2, ..., pn.
Since K is a subring of Kϕ, we can canonically view the ring K [t] as a subring of

Kϕ [t], and similarly we can view the ring K [[t]] as a subring of Kϕ [[t]], and we can
view the ring K [[T ]] as a subring of Kϕ [[T ]].

Here is a trivial observation that we will tacitly use: For every r ∈ K [[T ]], the value
of the term Toddϕ (r) does not depend on whether we interpret ϕ as an element of
1 + K [t]+ or as an element of 1 + Kϕ [t]+, and also does not depend on whether we
interpret r as an element of K [[T ]] or as an element of Kϕ [[T ]]. This is because the
definition of Toddϕ (r) was functorial both in Z and in K.

Let r ∈ 1 + K [[T ]]+ be arbitrary. Proposition 10.15 (applied to r, Kϕ, Kϕ, n and

1 + pit instead of p, K, Z, m and ϕi) yields that Todd n∏
i=1

(1+pit)
(r) =

n∏
i=1

Todd1+pit (r).

Since
n∏
i=1

(1 + pit) = ϕ, this rewrites as

Toddϕ (r) =
n∏
i=1

Todd1+pit (r)︸ ︷︷ ︸
=evpiT (r)

(by Proposition 10.12,
applied to Kϕ, Kϕ, r and pi

instead of Z, K, p and u)

=
n∏
i=1

evpiT (r) . (60)

Applying (60) to r = p, we obtain Toddϕ (p) =
n∏
i=1

evpiT (p). Applying (60) to r = q,

we obtain Toddϕ (q) =
n∏
i=1

evpiT (q). Applying (60) to r = pq, we obtain

Toddϕ (pq) =
n∏
i=1

evpiT (pq)︸ ︷︷ ︸
=evpiT (p)·evpiT (q)

(since evpiT is a ring

homomorphism)

=
n∏
i=1

(evpiT (p) · evpiT (q)) =
n∏
i=1

evpiT (p)︸ ︷︷ ︸
=Toddϕ(p)

·
n∏
i=1

evpiT (q)︸ ︷︷ ︸
=Toddϕ(q)

= Toddϕ (p) · Toddϕ (q) .

This proves the 1st Step.
2nd Step: Let f1 : 1+K [[t]]+ → K [[T ]] be the map which sends every ϕ ∈ 1+K [[t]]+

to Toddϕ (p) · Toddϕ (q).
Let f2 : 1 + K [[t]]+ → K [[T ]] be the map which sends every ϕ ∈ 1 + K [[t]]+ to

Toddϕ (pq).

122



These maps f1 and f2 are equal to each other on a dense subset of 1 +K [[t]]+.
Proof. Every ϕ ∈ 1 +K [t]+ satisfies f1 (ϕ) = Toddϕ (p) ·Toddϕ (q) (by the definition

of f1) and f2 (ϕ) = Toddϕ (pq) (by the definition of f2). Thus, every ϕ ∈ 1 + K [t]+

satisfies

f1 (ϕ) = Toddϕ (p) · Toddϕ (q) = Toddϕ (pq) (by the 1st Step)

= f2 (ϕ) .

In other words, the maps f1 and f2 are equal to each other on the subset 1 + K [t]+.
Since 1 + K [t]+ is a dense subset of 1 + K [[t]]+ (by Theorem 10.18 (a)), this yields
that the maps f1 and f2 are equal to each other on a dense subset of 1 +K [[t]]+. This
proves the 2nd Step.

3rd Step: Consider the maps f1 and f2 defined in the 2nd Step.
The map 1+K [[t]]+ → K [[T ]], ϕ 7→ Toddϕ (p) is continuous (by Proposition 10.19),

and the map 1 + K [[t]]+ → K [[T ]], ϕ 7→ Toddϕ (q) is continuous (by Proposition
10.19, applied to q instead of p). The pointwise product of these two maps is the map
1 + K [[t]]+ → K [[T ]], ϕ 7→ Toddϕ (p) · Toddϕ (q); this is clearly the map f1. Hence,
we see that the map f1 is the pointwise product of two continuous maps. Thus, the
map f1 itself is continuous (because the multiplication map K [[T ]]×K [[T ]]→ K [[T ]]
is continuous, and therefore the pointwise product of two continuous maps to K [[T ]]
must be continuous itself).

On the other hand, the map f2 equals the map 1+K [[t]]+ → K [[T ]], ϕ 7→ Toddϕ (pq),
and this map is continuous (by Proposition 10.19, applied to pq instead of p). We thus
see that the map f2 is continuous.

Recall the known fact that if two continuous maps from a topological space P to a
Hausdorff topological space Q are equal to each other on a dense subset of P, then
they are equal to each other on the whole P. Applying this to the two continuous
maps f1 and f2 from the topological space 1 + K [[t]]+ to the Hausdorff topological
space K [[T ]], we conclude that the maps f1 and f2 are equal to each other on the whole
1 +K [[t]]+ (because we know from the 2nd Step that they are equal to each other on
a dense subset of 1 +K [[t]]+).

In other words, every ϕ ∈ 1 + K [[t]]+ satisfies f1 (ϕ) = f2 (ϕ). Since every ϕ ∈
1 +K [[t]]+ satisfies f1 (ϕ) = Toddϕ (p) ·Toddϕ (q) (by the definition of f1) and f2 (ϕ) =
Toddϕ (pq) (by the definition of f2), this rewrites as follows: Every ϕ ∈ 1 + K [[t]]+

satisfies Toddϕ (p) · Toddϕ (q) = Toddϕ (pq). This proves Lemma 10.17.

10.11. Preparing for the proof of Theorem 10.16: some trivial
functoriality facts

We will eventually derive Theorem 10.16 from Lemma 10.17. This requires a very easy
proposition and its corollary:

Proposition 10.21. Let Z and Z′ be two rings, and let ρ : Z → Z′

be a ring homomorphism. Let j ∈ N. Clearly, the ring homomorphism
ρ : Z → Z′ canonically induces a ring homomorphism ρ [α1, α2, ..., αj] :
Z [α1, α2, ..., αj]→ Z′ [α1, α2, ..., αj] and a ring homomorphism ρ [[t]] : Z [[t]]→
Z′ [[t]]. It is also clear that the latter homomorphism ρ [[t]] maps the subset
1 + Z [[t]]+ to the subset 1 + Z′ [[t]]+.
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Every ϕ ∈ 1 + Z [[t]]+ satisfies Td(ρ[[t]])(ϕ),j = ρ [α1, α2, ..., αj] (Tdϕ,j).

All that this proposition tells us is that the object Tdϕ,j is canonical with respect
to the ring Z. You may consider this obvious (it does, indeed, become obvious if you
add to Theorem 4.1 (a) the additional assertion that the polynomial Q, for fixed P , is
canonical with respect to the ring K); if you do so, then you can immediately continue
to Corollary 10.22. Here is, however, an alternative proof of Proposition 10.21 which
does not resort to this kind of handwaving:

Proof of Proposition 10.21. Let ϕ ∈ 1 + Z [[t]]+.
Let m = j. We are going to work in the ring Z′ [U1, U2, ..., Um] = Z′ [U1, U2, ..., Uj].

Note that the ring homomorphism ρ : Z → Z′ canonically induces a ring homomor-
phism ρ [U1, U2, ..., Um] : Z [U1, U2, ..., Um]→ Z′ [U1, U2, ..., Um]. Also note that

(ρ [α1, α2, ..., αj] (Tdϕ,j)) (X1, X2, ..., Xj) = ρ [U1, U2, ..., Um] (Tdϕ,j (X1, X2, ..., Xj)) .

66

The ring homomorphism ρ [U1, U2, ..., Um] : Z [U1, U2, ..., Um] → Z′ [U1, U2, ..., Um]
canonically induces a ring homomorphism ρ [U1, U2, ..., Um] [[T ]] : Z [U1, U2, ..., Um] [[T ]]→
66Proof. Let ρ′ = ρ [U1, U2, ..., Um]. Then, ρ′ is the ring homomorphism Z [U1, U2, ..., Um] →

Z′ [U1, U2, ..., Um] canonically induced by the ring homomorphism ρ : Z → Z′. Hence, ρ′ is a
Z-algebra homomorphism (where Z′ becomes a Z-algebra by virtue of the ring homomorphism
ρ : Z→ Z′) satisfying ρ′ (Uk) = Uk for every k ∈ {1, 2, ...,m}. Thus,

ρ′ (Xi) = ρ′

 ∑
S⊆{1,2,...,m};

|S|=i

∏
k∈S

Uk


since Xi =

∑
S⊆{1,2,...,m};

|S|=i

∏
k∈S

Uk


=

∑
S⊆{1,2,...,m};

|S|=i

∏
k∈S

ρ′ (Uk)︸ ︷︷ ︸
=Uk

(since ρ′ is a Z-algebra homomorphism)

=
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk = Xi

for every i ∈ N. Thus, (ρ′ (X1) , ρ′ (X2) , ..., ρ′ (Xj)) = (X1, X2, ..., Xj).
Since ρ′ is a Z-algebra homomorphism and Tdϕ,j is a polynomial over Z, we have

ρ′ (Tdϕ,j (X1, X2, ..., Xj)) = Tdϕ,j (ρ′ (X1) , ρ′ (X2) , ..., ρ′ (Xj)) (because Z-algebra homomor-
phisms commute with polynomials over Z).

On the other hand, whenever U ∈ Z [α1, α2, ..., αj ] is a polynomial and x1, x2, ..., xj are j ele-
ments of a commutative Z′-algebra, we have (ρ [α1, α2, ..., αj ] (U)) (x1, x2, ..., xj) = U (x1, x2, ..., xj)
(because this is more or less how U (x1, x2, ..., xj) is defined). Applied to U = Tdϕ,j and xk = Xk,
this yields

(ρ [α1, α2, ..., αj ] (Tdϕ,j)) (X1, X2, ..., Xj) = Tdϕ,j (X1, X2, ..., Xj)︸ ︷︷ ︸
=(ρ′(X1),ρ′(X2),...,ρ′(Xj))

= Tdϕ,j (ρ′ (X1) , ρ′ (X2) , ..., ρ′ (Xj))

= ρ′︸︷︷︸
=ρ[U1,U2,...,Um]

(Tdϕ,j (X1, X2, ..., Xj))

= ρ [U1, U2, ..., Um] (Tdϕ,j (X1, X2, ..., Xj)) ,

qed.
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Z′ [U1, U2, ..., Um] [[T ]] which is continuous with respect to the (T )-topology. By defini-
tion of this ring homomorphism, the diagram

Z [U1, U2, ..., Um] [[T ]]
Coeffj

//

ρ[U1,U2,...,Um][[T ]]

��

Z [U1, U2, ..., Um]

ρ[U1,U2,...,Um]

��

Z′ [U1, U2, ..., Um] [[T ]]
Coeffj

// Z′ [U1, U2, ..., Um]

commutes. Hence,

ρ [U1, U2, ..., Um]

(
Coeffj

(
m∏
i=1

ϕ (UiT )

))
= Coeffj

(
ρ [U1, U2, ..., Um] [[T ]]

(
m∏
i=1

ϕ (UiT )

))
.

Also,

Tdϕ,j︸ ︷︷ ︸
=Todd(ϕ,j),j,[j]

=Todd(ϕ,j),j,[m]

(since j=m)

(X1, X2, ..., Xj) = Todd(ϕ,j),j,[m] (X1, X2, ..., Xj) = Coeffj

(
m∏
i=1

ϕ (UiT )

)

(by (52)), so that

ρ [U1, U2, ..., Um] (Tdϕ,j (X1, X2, ..., Xj)) = ρ [U1, U2, ..., Um]

(
Coeffj

(
m∏
i=1

ϕ (UiT )

))

= Coeffj

(
ρ [U1, U2, ..., Um] [[T ]]

(
m∏
i=1

ϕ (UiT )

))
.

(61)

The map ρ [U1, U2, ..., Um] [[T ]] is a Z-algebra homomorphism continuous with respect
to the (T )-topology. Hence, it commutes with power series over Z. Thus, for every
i ∈ {1, 2, ...,m}, we have

ρ [U1, U2, ..., Um] [[T ]] (ϕ (UiT )) = ϕ (ρ [U1, U2, ..., Um] [[T ]] (UiT )) .

Since ρ [U1, U2, ..., Um] [[T ]] (UiT ) = UiT (because the map ρ [U1, U2, ..., Um] [[T ]] is a
ring homomorphism which (by its definition) maps Ui to Ui and T to T ), this simplifies
to

ρ [U1, U2, ..., Um] [[T ]] (ϕ (UiT )) = ϕ (UiT ) = ((ρ [[t]]) (ϕ)) (UiT ) .

Now,

ρ [U1, U2, ..., Um] [[T ]]

(
m∏
i=1

ϕ (UiT )

)
=

m∏
i=1

ρ [U1, U2, ..., Um] [[T ]] (ϕ (UiT ))︸ ︷︷ ︸
=((ρ[[t]])(ϕ))(UiT )

(since ρ [U1, U2, ..., Um] [[T ]] is a ring homomorphism)

=
m∏
i=1

((ρ [[t]]) (ϕ)) (UiT ) ,
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so that (61) becomes

ρ [U1, U2, ..., Um] (Tdϕ,j (X1, X2, ..., Xj)) = Coeffj

(
m∏
i=1

((ρ [[t]]) (ϕ)) (UiT )

)
.

Compared with

Td(ρ[[t]])(ϕ),j︸ ︷︷ ︸
=Todd((ρ[[t]])(ϕ),j),j,[j]

=Todd((ρ[[t]])(ϕ),j),j,[m]

(since j=m)

(X1, X2, ..., Xj) = Todd((ρ[[t]])(ϕ),j),j,[m] (X1, X2, ..., Xj)

= Coeffj

(
m∏
i=1

((ρ [[t]]) (ϕ)) (UiT )

)
(by (52), applied to (ρ [[t]]) (ϕ) instead of ϕ) ,

this yields

ρ [U1, U2, ..., Um] (Tdϕ,j (X1, X2, ..., Xj)) = Td(ρ[[t]])(ϕ),j (X1, X2, ..., Xj) . (62)

Applying Theorem 4.1 (a) to K = Z′, m = j and P = Td(ρ[[t]])(ϕ),j (X1, X2, ..., Xj),
we conclude that there exists one and only one polynomial Q ∈ Z′ [α1, α2, ..., αj] such
that Td(ρ[[t]])(ϕ),j (X1, X2, ..., Xj) = Q (X1, X2, ..., Xj). In particular, there exists at
most one such polynomial Q ∈ Z′ [α1, α2, ..., αj]. Hence, if Q1 ∈ Z′ [α1, α2, ..., αj] and Q2 ∈ Z′ [α1, α2, ..., αj] are two polynomials

such that Td(ρ[[t]])(ϕ),j (X1, X2, ..., Xj) = Q1 (X1, X2, ..., Xj) and
Td(ρ[[t]])(ϕ),j (X1, X2, ..., Xj) = Q2 (X1, X2, ..., Xj) , then Q1 = Q2

 .

(63)
Let Q1 ∈ Z′ [α1, α2, ..., αj] be the polynomial defined by Q1 = Td(ρ[[t]])(ϕ),j. Let

Q2 ∈ Z′ [α1, α2, ..., αj] be the polynomial defined by Q2 = ρ [α1, α2, ..., αj] (Tdϕ,j). We
are now going to prove that Q1 = Q2.

Since our two polynomials Q1 and Q2 satisfy

Q1 (X1, X2, ..., Xj) = Td(ρ[[t]])(ϕ),j (X1, X2, ..., Xj)
(
since Q1 = Td(ρ[[t]])(ϕ),j

)
and

Q2 (X1, X2, ..., Xj) = (ρ [α1, α2, ..., αj] (Tdϕ,j)) (X1, X2, ..., Xj)

(since Q2 = ρ [α1, α2, ..., αj] (Tdϕ,j))

= ρ [U1, U2, ..., Um] (Tdϕ,j (X1, X2, ..., Xj))

= Td(ρ[[t]])(ϕ),j (X1, X2, ..., Xj) (by (62)) ,

we can conclude from (63) that Q1 = Q2. Hence,

Td(ρ[[t]])(ϕ),j = Q1 = Q2 = ρ [α1, α2, ..., αj] (Tdϕ,j) .

This proves Proposition 10.21.
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Corollary 10.22. Let Z and Z′ be two rings, and let ρ : Z→ Z′ be a ring
homomorphism. Clearly, the ring homomorphism ρ : Z → Z′ canonically
induces a ring homomorphism ρ [[t]] : Z [[t]] → Z′ [[t]]. It is also clear that
the latter homomorphism ρ [[t]] maps the subset 1 + Z [[t]]+ to the subset
1 + Z′ [[t]]+.

Let K be a Z′-algebra. Then, K also becomes a Z-algebra by virtue of the
ring homomorphism ρ. Let ϕ ∈ 1 + Z [[t]]+ be a power series with constant
term equal to 1.

Let p ∈ K [[T ]]. Then, Toddϕ (p) = Todd(ρ[[t]])(ϕ) (p).

Proof of Corollary 10.22. Clearly, the ring homomorphism ρ : Z → Z′ canonically
induces a ring homomorphism ρ [α1, α2, ..., αj] : Z [α1, α2, ..., αj]→ Z′ [α1, α2, ..., αj].

Let j ∈ N. Since K is a Z-algebra by virtue of the ring homomorphism ρ, the value
of Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p) is actually defined as

(ρ [α1, α2, ..., αj] (Tdϕ,j)) (Coeff1 p,Coeff2 p, ...,Coeffj p)

(since Tdϕ,j itself is a polynomial over Z rather than over Z′). Thus,

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p) = (ρ [α1, α2, ..., αj] (Tdϕ,j))︸ ︷︷ ︸
=Td(ρ[[t]])(ϕ),j

(by Proposition 10.21)

(Coeff1 p,Coeff2 p, ...,Coeffj p)

= Td(ρ[[t]])(ϕ),j (Coeff1 p,Coeff2 p, ...,Coeffj p) .

Now, forget that we fixed j. By (58), we have

Toddϕ (p) =
∑
j∈N

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)︸ ︷︷ ︸
=Td(ρ[[t]])(ϕ),j(Coeff1 p,Coeff2 p,...,Coeffj p)

T j

=
∑
j∈N

Td(ρ[[t]])(ϕ),j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j.

On the other hand, (58) (applied to Z′ and (ρ [[t]]) (ϕ) instead of Z and ϕ) yields

Todd(ρ[[t]])(ϕ) (p) =
∑
j∈N

Td(ρ[[t]])(ϕ),j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j.

Thus,

Toddϕ (p) =
∑
j∈N

Td(ρ[[t]])(ϕ),j (Coeff1 p,Coeff2 p, ...,Coeffj p)T
j

= Todd(ρ[[t]])(ϕ) (p) .

This proves Corollary 10.22.
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10.12. Proof of Theorems 10.16 and 10.10

Proof of Theorem 10.16. Since K is a Z-algebra, there is a canonical ring homomor-
phism ρ : Z → K. This homomorphism induces a canonical ring homomorphism
ρ [[t]] : Z [[t]] → K [[t]], which maps the subset 1 + Z [[t]]+ to 1 + K [[t]]+. Thus,
(ρ [[t]]) (ϕ) ∈ 1 +K [[t]]+ (since ϕ ∈ 1 + Z [[t]]+).

Corollary 10.22 yields Toddϕ (p) = Todd(ρ[[t]])(ϕ) (p). Corollary 10.22 (applied to q
instead of p) yields Toddϕ (q) = Todd(ρ[[t]])(ϕ) (q). Corollary 10.22 (applied to pq instead
of p) yields Toddϕ (pq) = Todd(ρ[[t]])(ϕ) (pq). Lemma 10.17 (applied to (ρ [[t]]) (ϕ) instead
of ϕ) yields Todd(ρ[[t]])(ϕ) (p) · Todd(ρ[[t]])(ϕ) (q) = Todd(ρ[[t]])(ϕ) (pq). Now,

Toddϕ (p)︸ ︷︷ ︸
=Todd(ρ[[t]])(ϕ)(p)

· Toddϕ (q)︸ ︷︷ ︸
=Todd(ρ[[t]])(ϕ)(q)

= Todd(ρ[[t]])(ϕ) (p)·Todd(ρ[[t]])(ϕ) (q) = Todd(ρ[[t]])(ϕ) (pq) = Toddϕ (pq) .

Theorem 10.16 is thus proven.

Proof of Theorem 10.10. Theorem 2.1 (a) yields λT (x) · λT (y) = λT (x+ y) (since(
K, (λi)i∈N

)
is a λ-ring). Proposition 10.11 yields tdϕ,T (x) = Toddϕ (λT (x)). Proposi-

tion 10.11 (applied to y instead of x) yields tdϕ,T (y) = Toddϕ (λT (y)). Hence,

tdϕ,T (x)︸ ︷︷ ︸
=Toddϕ(λT (x))

· tdϕ,T (y)︸ ︷︷ ︸
=Toddϕ(λT (y))

= Toddϕ (λT (x)) · Toddϕ (λT (y)) = Toddϕ (λT (x) · λT (y))

(by Theorem 10.16, applied to p = λT (x) and q = λT (y)) .

Proposition 10.11 (applied to x+ y instead of x) yields

tdϕ,T (x+ y) = Toddϕ

λT (x+ y)︸ ︷︷ ︸
=λT (x)·λT (y)

 = Toddϕ (λT (x) · λT (y)) .

Thus,
tdϕ,T (x) · tdϕ,T (y) = Toddϕ (λT (x) · λT (y)) = tdϕ,T (x+ y) .

Theorem 10.10 is thus proven.

10.13. tdϕ,T is a homomorphism of additive groups

A slightly improved restatement of Theorem 10.10:

Corollary 10.23. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let ϕ ∈ 1 + Z [[t]]+ be a power series with constant
term equal to 1. Then, tdϕ,T (K) ⊆ Λ (K), and tdϕ,T : K → Λ (K) is a
homomorphism of additive groups.

Proof of Corollary 10.23. Every x ∈ K satisfies tdϕ,T (x) ∈ Λ (K) (since Proposi-
tion 10.5 (a) says that Coeff0 (tdϕ,T (x)) = 1, so that the power series tdϕ,T (x) has
the constant term 1, and thus tdϕ,T (x) ∈ 1 + K [[T ]]+ = Λ (K)). In other words,
tdϕ,T (K) ⊆ Λ (K).
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Now we are going to prove that tdϕ,T : K → Λ (K) is a homomorphism of additive
groups.

Theorem 10.10 (applied to x = 0 and y = 0) yields tdϕ,T (0)·tdϕ,T (0) = tdϕ,T (0 + 0) =
tdϕ,T (0). Since tdϕ,T (0) is an invertible element of K [[T ]] (because tdϕ,T (0) is a power
series with constant term 1 67, and every such power series is an invertible element
of K [[T ]]), we can cancel tdϕ,T (0) from this equation, and obtain tdϕ,T (0) = 1. Since
0 is the neutral element of the additive group K, while 1 is the neutral element of the
additive group Λ (K), this yields that the map tdϕ,T respects the neutral elements of
the additive groups K and Λ (K).

Any x ∈ K and y ∈ K satisfy

tdϕ,T (x+ y) = tdϕ,T (x) · tdϕ,T (y) (by Theorem 10.10)

= tdϕ,T (x) +̂ tdϕ,T (y)

(
since multiplication of power series

in 1 +K [[T ]]+ is addition in the ring Λ (K)

)
.

Combined with the fact that the map tdϕ,T respects the neutral elements of the additive
groups K and Λ (K), this yields: The map tdϕ,T : K → Λ (K) is a homomorphism of
additive groups. Corollary 10.23 is proven.

10.14. tdϕ,T of a 1-dimensional element

Next on our plan is to compute tdϕ,T (x) for x any 1-dimensional element of K. We
recall that we defined the notion of a 1-dimensional element of a λ-ring in Section 8.

Our main claim here is:

Proposition 10.24. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let u be a 1-dimensional element of K. Let ϕ ∈ 1+Z [[t]]+

be a power series with constant term equal to 1. Then, tdϕ,T (u) = ϕ (uT ).

For the proof of this, we again have to study the universal polynomials Tdϕ,j:

Proposition 10.25. Let Z be a ring. Let ϕ ∈ 1+Z [[t]]+ be a power series
with constant term equal to 1. Let j ∈ N. Let ϕj denote the coefficient of
the power series ϕ ∈ 1 + Z [[t]]+ before tj. Then, in the polynomial ring
Z [S], we have Tdϕ,j (S, 0, 0, ..., 0) = ϕjS

j. (Here, when j = 0, the term
Tdϕ,j (S, 0, 0, ..., 0) is understood to denote Tdϕ,j.)

And again, we can generalize Proposition 10.24 (and in fact, we are going to prove
Proposition 10.24 via this generalization):

Proposition 10.26. Let Z be a ring. Let ϕ ∈ 1+Z [[t]]+ be a power series
with constant term equal to 1. Let K be a Z-algebra. Let u ∈ K. Then,
Toddϕ (1 + uT ) = ϕ (uT ).

Proof of Proposition 10.25. Let m = 1. Consider the ring Z [U1, U2, ..., Um] and its
elements Xi =

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk as in the definition of Tdϕ,j.

67since tdϕ,T (0) ∈ tdϕ,T (K) ⊆ Λ (K) = 1 +K [[T ]]
+

129



Since m = 1, we have Z [U1, U2, ..., Um] = Z [U1], and in this ring Z [U1, U2, ..., Um]
we have X1 = U1 (because X1 is the 1-st elementary symmetric polynomial of the one
variable U1).

For every integer i > 1, we have

Xi =
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk =
∑
S⊆{1};
|S|=i

∏
k∈S

Uk (since m = 1, so that {1, 2, ...,m} = {1})

= (empty sum) (since there doesn’t exist any S ⊆ {1} with |S| = i (because i > 1))

= 0

in the ring Z [U1, U2, ..., Um]. Thus, (X2, X3, ..., Xj) = (0, 0, ..., 0). Combining this with
X1 = U1, we obtain (X1, X2, ..., Xj) = (U1, 0, 0, ..., 0).

We know from Theorem 10.1 that (51) holds in the ring (Z [U1, U2, ..., Um]) [[T ]]. In
other words,

m∏
i=1

ϕ (UiT ) =
∑
i∈N

Tdϕ,i (X1, X2, ..., Xi)T
i

(this follows from (51) upon renaming the index j as i). Since
m∏
i=1

ϕ (UiT ) = ϕ (U1T )

(because m = 1), this rewrites as

ϕ (U1T ) =
∑
i∈N

Tdϕ,i (X1, X2, ..., Xi)T
i.

Thus,

Coeffj (ϕ (U1T )) = Coeffj

(∑
i∈N

Tdϕ,i (X1, X2, ..., Xi)T
i

)
= Tdϕ,j (X1, X2, ..., Xj)︸ ︷︷ ︸

=(U1,0,0,...,0)

= Tdϕ,j (U1, 0, 0, ..., 0) .

Compared with

Coeffj (ϕ (U1T )) =
(
the coefficient of the power series ϕ (U1T ) before T j

)
= U j

1

(
the coefficient of the power series ϕ before tj

)︸ ︷︷ ︸
=ϕj

= U j
1ϕj = ϕjU

j
1 ,

this yields
Tdϕ,j (U1, 0, 0, ..., 0) = ϕjU

j
1 .

Now, let κ be the Z-algebra homomorphism Z [S] → Z [U1] which maps S to U1.
This homomorphism κ must be an isomorphism (since U1 is obviously algebraically in-
dependent). Since κ is a Z-algebra homomorphism and Tdϕ,j is a polynomial, we have
κ (Tdϕ,j (S, 0, 0, ..., 0)) = Tdϕ,j (κ (S) , κ (0) , κ (0) , ..., κ (0)) (because Z-algebra homo-
morphisms commute with polynomials). But (κ (S) , κ (0) , κ (0) , ..., κ (0)) = (U1, 0, 0, ..., 0)
(since κ (S) = U1 and κ (0) = 0). Thus,

κ (Tdϕ,j (S, 0, 0, ..., 0)) = Tdϕ,j (κ (S) , κ (0) , κ (0) , ..., κ (0))︸ ︷︷ ︸
=(U1,0,0,...,0)

= Tdϕ,j (U1, 0, 0, ..., 0) = ϕjU
j
1

= ϕjκ (S)j (since U1 = κ (S))

= κ
(
ϕjS

j
)

(since κ is a Z-algebra homomorphism) .
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Thus, Tdϕ,j (S, 0, 0, ..., 0) = ϕjS
j (since κ is an isomorphism). This proves Proposition

10.25.

Proof of Proposition 10.26. For every j ∈ N, let ϕj denote the coefficient of the power
series ϕ ∈ 1 + Z [[t]]+ before tj. Let p = 1 + uT . Then, Coeff1 p = u (by the definition
of Coeff1) and Coeffi p = 0 for every integer i > 1.

Let j ∈ N be arbitrary. Proposition 10.25 yields Tdϕ,j (S, 0, 0, ..., 0) = ϕjS
j in

the polynomial ring Z [S]. Applying this polynomial identity to S = u, we obtain
Tdϕ,j (u, 0, 0, ..., 0) = ϕju

j.
On the other hand, (Coeff2 p,Coeff3 p, ...,Coeffj p) = (0, 0, ..., 0) (since Coeffi p = 0

for every integer i > 1). Combining this with Coeff1 p = u, we obtain

(Coeff1 p,Coeff2 p, ...,Coeffj p) = (u, 0, 0, ..., 0) .

Thus,

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)︸ ︷︷ ︸
=(u,0,0,...,0)

= Tdϕ,j (u, 0, 0, ..., 0) = ϕju
j.

Now forget that we fixed j ∈ N. By (58), we have

Toddϕ (p) =
∑
j∈N

Tdϕ,j (Coeff1 p,Coeff2 p, ...,Coeffj p)︸ ︷︷ ︸
=ϕjuj

T j =
∑
j∈N

ϕj u
jT j︸︷︷︸

=(uT )j

=
∑
j∈N

ϕj (uT )j .

On the other hand, ϕ =
∑
j∈N

ϕjt
j (since the coefficient of the power series ϕ before tj is

ϕj for every j ∈ N) and thus ϕ (uT ) =
∑
j∈N

ϕj (uT )j.

Altogether, Toddϕ (p) =
∑
j∈N

ϕj (uT )j = ϕ (uT ). Since 1+uT = p, we have Toddϕ (1 + uT ) =

Toddϕ (p) = ϕ (uT ). This proves Proposition 10.26.

Proof of Proposition 10.24. Proposition 10.11 (applied to x = u) yields tdϕ,T (u) =
Toddϕ (λT (u)). But Theorem 8.3 (a) (applied to x = u) yields that λT (u) = 1 +

uT (since the element u is 1-dimensional). Thus, tdϕ,T (u) = Toddϕ

λT (u)︸ ︷︷ ︸
=1+uT

 =

Toddϕ (1 + uT ) = ϕ (uT ) (by Proposition 10.26). This proves Proposition 10.24.

As a consequence of Proposition 10.24, we can obtain the following formula for tdϕ,T
on sums of 1-dimensional elements:

Theorem 10.27. Let Z be a ring. Let ϕ ∈ 1 + Z [[t]]+ be a power series
with constant term equal to 1. Let

(
K, (λi)i∈N

)
be a λ-ring such that K is

a Z-algebra. Let u1, u2, ..., um be 1-dimensional elements of K. Then,

tdϕ,T (u1 + u2 + ...+ um) =
m∏
i=1

ϕ (uiT ) .
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Proof of Theorem 10.27. By Corollary 10.23, we know that tdϕ,T : K → Λ (K) is a
homomorphism of additive groups. Hence,

tdϕ,T

(
m∑
i=1

ui

)
=

m̂∑
i=1

tdϕ,T (ui) =
m∏
i=1

tdϕ,T (ui) since the addition in the ring Λ (K) is the multiplication of power series,

so that
m̂∑
i=1

=
m∏
i=1


=

m∏
i=1

ϕ (uiT )

(
because every i ∈ {1, 2, ...,m} satisfies tdϕ,T (ui) = ϕ (uiT )

(by Proposition 10.24, applied to u = ui)

)
.

Since
m∑
i=1

ui = u1 +u2 + ...+um, this rewrites as tdϕ,T (u1 + u2 + ...+ um) =
m∏
i=1

ϕ (uiT ).

Theorem 10.27 is thus proven.

10.15. tdϕ,T for special λ-rings

Theorem 10.27 gives us a shortcut to working with tdϕ,T in the case when
(
K, (λi)i∈N

)
is a special λ-ring: In fact, in this case, we can often prove a property of an arbitrary
element of a special λ-ring just by proving it for sums of 1-dimensional elements (be-
cause of Theorem 8.4), and Theorem 10.27 gives us an explicit formula for the value
of tdϕ,T at every sum of 1-dimensional elements. The next theorem (Theorem 10.28)
will give an example of this. First, a definition.

Definition. Let j ∈ N \ {0}. Let
(
K, (λi)i∈N

)
be a λ-ring. Define a

homomorphism θjT : K → Λ (K) of additive groups by θjT = tdϕj ,T , where

ϕj ∈ Z [t] is the polynomial 1 + t+ t2 + ...+ tj−1 =
1− tj

1− t
.

[Again, [FulLan85] considers only θj := θj1, which again is defined on x only if x
is finite-dimensional. These θj (or θj (x) ?) are called Bott’s cannibalistic classes, for
whatever reason.]

Theorem 10.28. Let
(
K, (λi)i∈N

)
be a special λ-ring. Let x ∈ K. Let

j ∈ N \ {0}. Let frj : K [[T ]] → K [[T ]] be the map which sends every
power series

∑
i∈N

aiT
i (with ai ∈ K for every i ∈ N) to the power series∑

i∈N
aiT

ji. Then, frj ((ψj [[T ]]) (λ−T (x))) = td1−tj ,T (x) = λ−T (x) θjT (x)

(where ψj [[T ]] means the homomorphism K [[T ]] → K [[T ]] defined by

(ψj [[T ]])

(∑
i∈N

aiT
i

)
=
∑
i∈N

ψj (ai)T
i for every power series

∑
i∈N

aiT
i ∈ K [[T ]]).

Proof of Theorem 10.28. 1st Step: The equality td1−tj ,T (x) = λ−T (x) θjT (x) holds for
every x ∈ K (no matter whether the λ-ring

(
K, (λi)i∈N

)
is special or not).

Proof. Let ϕj ∈ Z [t] be the polynomial 1 + t+ t2 + ...+ tj−1 =
1− tj

1− t
. According to

the definition of θjT , we have θjT = tdϕj ,T .
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Let x ∈ K. Applying Proposition 10.7 to Z = Z, ϕ = 1 − t and ψ = ϕj, we obtain
tdϕψ,T (x) = tdϕ,T (x) tdψ,T (x). Since

tdϕψ,T (x) = td1−tj ,T (x)

 because ϕ = 1− t and ψ = ϕj =
1− tj

1− t
,

so that ϕψ = (1− t) · 1− tj

1− t
= 1− tj

 ,

tdϕ,T (x) = td1+(−1)t,T (x) (since ϕ = 1− t = 1 + (−1) t)

= λ(−1)T (x) (by Proposition 10.3, applied to Z = Z and u = −1)

= λ−T (x)

and

tdψ,T (x) = tdϕj ,T︸ ︷︷ ︸
=θjT

(x) (since ψ = ϕj)

= θjT (x) ,

this rewrites as td1−tj ,T (x) = λ−T (x) θjT (x). This proves the 1st Step.
2nd Step: A remark about the map frj: This map sends every power series P ∈

K [[T ]] to the power series P (T j). It is easy to see that this map frj is a K-algebra
homomorphism continuous with respect to the (T )-topology. It satisfies frj (T ) = T j

(obviously) and can be shown to be the only continuous (with respect to the (T )-
topology) K-algebra homomorphism K [[T ]]→ K [[T ]] which sends T to T j.

3rd Step: The equality frj ((ψj [[T ]]) (λ−T (x))) = td1−tj ,T (x) holds for every spe-
cial λ-ring

(
K, (λi)i∈N

)
and every x ∈ K such that x is the sum of finitely many

1-dimensional elements of K.
Proof. Let ϕ = 1− tj.
Let x ∈ K be such that x is the sum of finitely many 1-dimensional elements of K.

In other words, x = u1 + u2 + ... + um for some 1-dimensional elements u1, u2, ..., um
of K. Consider these elements u1, u2, ..., um. Then,

tdϕ,T (x) = tdϕ,T (u1 + u2 + ...+ um) =
m∏
i=1

ϕ (uiT )︸ ︷︷ ︸
=1−(uiT )j

(since ϕ=1−tj)

(by Theorem 10.27)

=
m∏
i=1

1− (uiT )j︸ ︷︷ ︸
=ujiT

j

 =
m∏
i=1

(
1− ujiT j

)
.
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On the other hand, x = u1 + u2 + ...+ um =
m∑
i=1

ui, so that

λT (x) = λT

(
m∑
i=1

ui

)
=

m̂∑
i=1

λT (ui) (since λT is a ring homomorphism)

=
m∏
i=1

λT (ui)

 since the addition in the ring Λ (K) is the

multiplication of power series, and thus
m̂∑
i=1

=
m∏
i=1


=

m∏
i=1

(1 + uiT )

 because every i ∈ {1, 2, ...,m} satisfies λT (ui) = 1 + uiT
(by Theorem 8.3 (a) (applied to ui instead of x),

since ui is 1-dimensional)

 .

Now,

λ−T (x) = ev−T

 λT (x)︸ ︷︷ ︸
=
m∏
i=1

(1+uiT )

 = ev−T

(
m∏
i=1

(1 + uiT )

)

=
m∏
i=1

ev−T (1 + uiT )︸ ︷︷ ︸
=1−uiT

(by the definition of ev−T )

(since ev−T is a ring homomorphism)

=
m∏
i=1

(1− uiT ) .

Thus,

(
ψj [[T ]]

)
(λ−T (x)) =

(
ψj [[T ]]

)( m∏
i=1

(1− uiT )

)
=

m∏
i=1

1−
(
ψj [[T ]]

)
(uiT )︸ ︷︷ ︸

=ψj(ui)T
(by the definition of ψj [[T ]])


(
since ψj [[T ]] is a ring homomorphism

)
=

m∏
i=1

(
1− ψj (ui)T

)
,

so that

frj
((
ψj [[T ]]

)
(λ−T (x))

)
= frj

(
m∏
i=1

(
1− ψj (ui)T

))
=

m∏
i=1

1− ψj (ui) frj (T )︸ ︷︷ ︸
=T j


(since frj is a K-algebra homomorphism)

=
m∏
i=1

(
1− ψj (ui)T

j
)
.
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Now, for every i ∈ {1, 2, ...,m}, we can apply Theorem 9.4 to 1 and ui instead of m
and ui, and obtain ψj (ui) = uji . Hence,

frj
((
ψj [[T ]]

)
(λ−T (x))

)
=

m∏
i=1

1− ψj (ui)︸ ︷︷ ︸
=uji

T j

 =
m∏
i=1

(
1− ujiT j

)
= tdϕ,T (x) = td1−tj ,T (x)

(since ϕ = 1− tj). This proves the 3rd Step.
4th Step: The equality frj ((ψj [[T ]]) (λ−T (x))) = td1−tj ,T (x) holds for every special

λ-ring
(
K, (λi)i∈N

)
and every x ∈ K.

Proof. We want to derive this from the 3rd Step by applying Theorem 8.4.
Fix some k ∈ N.
Define a 1-operationm of special λ-rings bym(K,(λi)i∈N) = Coeffk ◦ frj ◦ (ψj [[T ]])◦λ−T

for every special λ-ring
(
K, (λi)i∈N

)
. (This is indeed a 1-operation, since (42) shows

that ψj is a polynomial in λ1, λ2, ..., λj with integer coefficients.)
Define a 1-operation m′ of special λ-rings by m′

(K,(λi)i∈N)
= Coeffk ◦ td1−tj ,T for every

λ-ring
(
K, (λi)i∈N

)
. (This is, again, a 1-operation, since (53) shows that Coeffk ◦ td1−tj ,T =

Td1−tj ,k
(
λ1, λ2, ..., λk

)
is a polynomial in λ1, λ2, ..., λk with integer coefficients.)

These two 1-operations m and m′ satisfy both conditions of Theorem 8.4: The
continuity assumption holds (since the operations m and m′ are obtained by taking
polynomials (with integer coefficients) and compositions of finitely many of the λ1,
λ2, λ3, ..., so that the maps m(

Λ(K),(λ̂i)
i∈N

) and m′(
Λ(K),(λ̂i)

i∈N

) are obtained by taking

polynomials (with integer coefficients) and compositions of finitely many of the λ̂1, λ̂2,

λ̂3, ..., and therefore continuous because of Theorem 5.5 (d)), and the split equality
assumption holds (since it states that for every special λ-ring

(
K, (λi)i∈N

)
and every

x ∈ K such that x is the sum of finitely many 1-dimensional elements of K, we have
m(K,(λi)i∈N) (x) = m′

(K,(λi)i∈N)
(x); but this simply means that Coeffk (frj ((ψj [[T ]]) (λ−T (x)))) =

Coeffk
(
td1−tj ,T (x)

)
, which was proven in the 3rd step). Hence, by Theorem 8.4, we

have m = m′. Hence, for every special λ-ring
(
K, (λi)i∈N

)
and every x ∈ K, we have

m(K,(λi)i∈N) (x) = m′
(K,(λi)i∈N)

(x). Sincem(K,(λi)i∈N) (x) = Coeffk (frj ((ψj [[T ]]) (λ−T (x))))

(by the definition of m(K,(λi)i∈N)) and m′
(K,(λi)i∈N)

(x) = Coeffk
(
td1−tj ,T (x)

)
(by the def-

inition of m′
(K,(λi)i∈N)

), this rewrites as follows: For every special λ-ring
(
K, (λi)i∈N

)
and every x ∈ K, we have Coeffk (frj ((ψj [[T ]]) (λ−T (x)))) = Coeffk

(
td1−tj ,T (x)

)
.

Now fix some special λ-ring
(
K, (λi)i∈N

)
and some x ∈ K, and forget that we fixed

k. We have just proven that Coeffk (frj ((ψj [[T ]]) (λ−T (x)))) = Coeffk
(
td1−tj ,T (x)

)
for every k ∈ N. In other words, we have just proven that each coefficient of the power
series frj ((ψj [[T ]]) (λ−T (x))) equals to the corresponding coefficient of the power series
td1−tj ,T (x). Thus, frj ((ψj [[T ]]) (λ−T (x))) = td1−tj ,T (x). This proves the 4th Step.

5th Step: Theorem 10.28 now follows by combining the 1st Step and the 4th Step.
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10.16. A somewhat more general context for Todd
homomorphisms

Having proven Theorem 10.28, we are done proving all important properties of the ϕ-
Todd homomorphisms. One thing that I still want to do is to give a (not particularly
unexpected, and apparently not particularly useful) generalization of our notion of ϕ-
Todd homomorphisms to the case when the power series ϕ does not lie in 1 + Z [[t]]+

but, instead, lies in 1 + Z′ [[t]]+ for Z′ being a Z-algebra. In this case, it turns out,
not much will change - but, of course, tdϕ,T will no longer be a map K → K [[T ]] but
instead will be a map K → (K ⊗Z Z′) [[T ]]. Here is the precise definition:

Definition. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that K is a

Z-algebra. Let Z′ be a Z-algebra. Let ϕ ∈ 1+Z′ [[t]]+ be a power series with
constant term equal to 1. We define a map tdϕ,T,Z′ : K → (K ⊗Z Z′) [[T ]]
by

tdϕ,T,Z′ (x) =
∑
j∈N

Tdϕ,j
(
λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λj (x)⊗ 1

)
T j for every x ∈ K.

(64)

Let me explain what I mean by Tdϕ,j (λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λj (x)⊗ 1)
here: The tensor product K ⊗Z Z′ is both a K-algebra and a Z′-algebra
(since the tensor product of two commutative Z-algebras is an algebra over
each of its tensorands). Since it is a Z′-algebra, we can apply the poly-
nomial Tdϕ,j ∈ Z′ [α1, α2, ..., αj] to the elements λ1 (x) ⊗ 1, λ2 (x) ⊗ 1, ...,
λj (x) ⊗ 1 of K ⊗Z Z′; the result of this application is what we denote by
Tdϕ,j (λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λj (x)⊗ 1).

We call tdϕ,T,Z′ the (ϕ,Z′)-Todd homomorphism of the λ-ring
(
K, (λi)i∈N

)
.

Note that, in the particular case when Z′ = Z, the map tdϕ,T,Z′ is identical with the
map tdϕ,T if we make the canonical identification of K with K ⊗Z Z.

All results about maps of the form tdϕ,T that we have formulated possess analoga
pertaining to tdϕ,T,Z′ . Proving these analoga is usually as simple as repeating the
proofs of the original results and replacing some of the Z’s by Z′’s, some of the K’s by
(K ⊗Z Z′)’s, and some of the λi (x)’s by λi (x)⊗ 1’s. However, it is yet easier to prove
these analoga by deriving them from the corresponding properties of the maps Toddϕ.
What makes this possible is the following generalization of Proposition 10.11:

Proposition 10.29. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such

that K is a Z-algebra. Let Z′ be a Z-algebra. Let ϕ ∈ 1 + Z′ [[t]]+ be a
power series with constant term equal to 1. Let ι : K → K ⊗Z Z′ be the
canonical map (mapping every ξ ∈ K to ξ ⊗ 1 ∈ K ⊗Z Z′). Then, every
x ∈ K satisfies tdϕ,T,Z′ (x) = Toddϕ (ι [[T ]] (λT (x))).

The proof of this is very similar to that of Proposition 10.11, and is part of Exercise
10.2.

Let us formulate the analoga of our above-proven results about tdϕ,T . The proofs of
all these analoga will be done in Exercise 10.2.

Here is the analogue of Proposition 10.3:
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Proposition 10.30. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let Z′ be a Z-algebra. Let u ∈ Z′. For every x ∈ K, we
have td1+ut,T,Z′ (x) = λ(1⊗u)T (x), where λ(1⊗u)T (x) means ev(1⊗u)T (λT (x)).

Similarly, here is the analogue of Proposition 10.5:

Proposition 10.31. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such

that K is a Z-algebra. Let Z′ be a Z-algebra. Let ϕ ∈ 1 + Z′ [[t]]+ be a
power series with constant term equal to 1.

(a) Then, Coeff0 (tdϕ,T,Z′ (x)) = 1 for every x ∈ K.

(b) Let ϕ1 be the coefficient of the power series ϕ ∈ Z′ [[t]] before t1. Then,
Coeff1 (tdϕ,T,Z′ (x)) = ϕ1 (x⊗ 1) for every x ∈ K.

The analogue of Proposition 10.7:

Proposition 10.32. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such

that K is a Z-algebra. Let Z′ be a Z-algebra. Let ϕ ∈ 1 + Z′ [[t]]+ and
ψ ∈ 1 + Z′ [[t]]+ be two power series with constant terms equal to 1. For
every x ∈ K, we have tdϕψ,T,Z′ (x) = tdϕ,T,Z′ (x) tdψ,T,Z′ (x).

Next, the analogue of Proposition 10.9:

Proposition 10.33. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such

that K is a Z-algebra. Let Z′ be a Z-algebra. Let m ∈ N. For every
i ∈ {1, 2, ...,m}, let ϕi ∈ 1 + Z′ [[t]]+ be a power series with constant term
equal to 1. For every x ∈ K, we have

td m∏
i=1

ϕi,T,Z′
(x) =

m∏
i=1

tdϕi,T,Z′ (x) .

Next, the analogue of Theorem 10.10:

Theorem 10.34. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let Z′ be a Z-algebra. Let ϕ ∈ 1 + Z′ [[t]]+ be a power
series with constant term equal to 1. Let x ∈ K and y ∈ K. Then,
tdϕ,T,Z′ (x) · tdϕ,T,Z′ (y) = tdϕ,T,Z′ (x+ y).

The analogue of Corollary 10.23 is what one would expect it to be:

Corollary 10.35. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such that

K is a Z-algebra. Let Z′ be a Z-algebra. Let ϕ ∈ 1 + Z′ [[t]]+ be a power
series with constant term equal to 1. Then, tdϕ,T,Z′ (K) ⊆ Λ (K ⊗Z Z′),
and tdϕ,T,Z′ : K → Λ (K ⊗Z Z′) is a homomorphism of additive groups.

We can also generalize Proposition 10.24:
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Proposition 10.36. Let Z be a ring. Let
(
K, (λi)i∈N

)
be a λ-ring such

that K is a Z-algebra. Let u be a 1-dimensional element of K. Let Z′ be a
Z-algebra. Let ϕ ∈ 1 + Z′ [[t]]+ be a power series with constant term equal
to 1. Then, tdϕ,T,Z′ (u) = ϕ ((u⊗ 1)T ), where u ⊗ 1 denotes the element
u⊗ 1 of K ⊗Z Z′.

Finally, the analogue to Theorem 10.27:

Theorem 10.37. Let Z be a ring. Let Z′ be a Z-algebra. Let ϕ ∈
1+Z′ [[t]]+ be a power series with constant term equal to 1. Let

(
K, (λi)i∈N

)
be a λ-ring such that K is a Z-algebra. Let u1, u2, ..., um be 1-dimensional
elements of K. Then,

tdϕ,T,Z′ (u1 + u2 + ...+ um) =
m∏
i=1

ϕ ((ui ⊗ 1)T ) .

10.17. Exercises

Exercise 10.2. Prove Proposition 10.29, Proposition 10.30, Proposi-
tion 10.31, Proposition 10.32, Proposition 10.33, Theorem 10.34, Corollary
10.35, Proposition 10.36 and Theorem 10.37.

[...]

Appendix X. Positive structure on λ-rings

WARNING: The following appendix is incomplete.

Almost all λ-rings in Fulton/Lang [FulLan85] and many λ-rings in nature carry an
additional structure called a positive structure:

Definition. 1) Let
(
K, (λi)i∈N

)
be a λ-ring. Let ε : K → Z be a surjec-

tive68 ring homomorphism. Let E be a subset of K such that E is closed
under addition and multiplication and contains the subset Z+ of K (that
is, the image of Z+ under the canonical ring homomorphism Z+ → K).
Also assume that K = E − E (that is, every element of K can be written
as difference of two elements of E). Furthermore, assume that every e ∈ E
satisfies

ε (e) > 0; λi (e) = 0 for any i > ε (e) , and that λε(e) (e) is a unit in the ring K.

Besides, we assume that for every invertible element u ∈ E, the inverse of
u must lie in E as well.

68I am quoting this from [FulLan85]. Personally, I have never have met a non-surjective ring homo-
morphism to Z in my life.
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Then, (ε,E) is called a positive structure on the λ-ring. The homomorphism
ε : K → Z is called an augmentation for the λ-ring

(
K, (λi)i∈N

)
with its

positive structure (ε,E). The elements of the set E are called the positive
elements of the λ-ring

(
K, (λi)i∈N

)
with its positive structure (ε,E). 69

[Some assumptions may still be missing here. For example, we might want
to require that λi (E) ⊆ E.] [#2]

2) Let
(
K, (λi)i∈N

)
be a λ-ring with a positive structure (ε,E). The subset

{u ∈ E | ε (u) = 1} of E is usually denoted as L. The elements of L are
called the line elements of the λ-ring

(
K, (λi)i∈N

)
with its positive structure

(ε,E).

Theorem X.1. Let
(
K, (λi)i∈N

)
be a λ-ring with a positive structure

(ε,E).

(a) Then, L = {u ∈ E | ε (u) = 1} is a subgroup of the (multiplicative)
unit group K× of K.

(b) We have L = {u ∈ E | λT (u) = 1 + uT} = {u ∈ E | u is 1-dimensional}.

Proof of Theorem X.1. (b) 1st Step: We have L ⊆ {u ∈ E | u is 1-dimensional}.
Proof. For every u ∈ L, we have ε (u) = 1 (by the definition of L) and λi (u) = 0

for any i > ε (u) (by the axioms of a positive structure, since u ∈ L ⊆ E). Thus,
for every u ∈ L, we have λi (u) = 0 for any i > 1 (because for any i > 1, we have
i > 1 = ε (u) and thus λi (u) = 0). In other words, every u ∈ L is 1-dimensional. Thus,
L ⊆ {u ∈ E | u is 1-dimensional}.
69One remark about the assumption that for every invertible element u ∈ E, the inverse of u must lie

in E as well:
Fulton and Lang do not make this assumption in [FulLan85], but this is a mistake on their side.

In fact, they claim that the set of all u ∈ E such that ε (u) = 1 is a subgroup of K×. But to make
this claim, they need the above-mentioned assumption (or another similar one). In fact, here is an
example of a λ-ring K which satisfies all of their assumptions, but for which the set of all u ∈ E
such that ε (u) = 1 is not a subgroup of K×:

Let Z be the free group on one generator. (This group Z is, of course, none other than Z,
written multiplicatively; however we must avoid calling it Z, lest it is confused with the ring Z.)

Let X be the generator of Z. Applying Exercise 3.4 to M = Z, we get a λ-ring
(
Z [Z] ,

(
λi
)
i∈N

)
.

Now define a map ε : Z [Z]→ Z by

ε

(∑
m∈Z

αmm

)
=
∑
m∈Z

αm for all (αm)m∈Z ∈ Z
(Z).

Then, ε is a surjective ring homomorphism. Define E to be the additive and multiplicative closure
of the subset {

1, X,X2, ...
}
∪
{

1 +X−1, 1 +X−2, 1 +X−3, ...
}

of Z [Z]. It is easy to see that all of our conditions are satisfied, except for the assumption that
for every invertible element u ∈ E, the inverse of u must lie in E as well. Hence, if we would
omit this assumption (as Fulton and Lang do in [FulLan85]), the pair (ε,E) would be a positive

structure on our λ-ring
(
Z [Z] ,

(
λi
)
i∈N

)
. However, the set of all u ∈ E such that ε (u) = 1

is not a subgroup of K× in this case, since this set contains X but not its inverse X−1 (in
fact, it is easy to see that X−1 /∈ E; otherwise X−1 would be a sum of products of elements of{

1, X,X2, ...
}
∪
{

1 +X−1, 1 +X−2, 1 +X−3, ...
}

, and applying ε we would conclude that the sum
has only 1 summand, which is easy to rule out).
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2nd Step: We have {u ∈ E | u is 1-dimensional} ⊆ {u ∈ E | λT (u) = 1 + uT}.
Proof. Every 1-dimensional u ∈ E satisfies λi (u) = 0 for any i > 1 (by the definition

of “1-dimensional”). Now, every 1-dimensional u ∈ E satisfies

λT (u) =
∑
i∈N

λi (u)T i = λ0 (u)︸ ︷︷ ︸
=1

+λ1 (u)︸ ︷︷ ︸
=u

T +
∑
i≥2

λi (u)︸ ︷︷ ︸
=0, since
i>1

T i = 1 + uT.

Thus, we have shown that every 1-dimensional u ∈ E satisfies λT (u) = 1 + uT . In
other words, {u ∈ E | u is 1-dimensional} ⊆ {u ∈ E | λT (u) = 1 + uT}.

3rd Step: We have {u ∈ E | λT (u) = 1 + uT} ⊆ L.
Proof. Let u ∈ E be an element satisfying λT (u) = 1 +uT . Then this u must satisfy∑

i∈N

λi (u)T i = λT (u) = 1 + uT,

and thus (by comparison of coefficients) λi (u) = 0 for every i > 1, so that ε (u) ≤ 1
(because λε(u) (u) is a unit in the ring K (since u ∈ E), so that λε(u) (u) 6= 0 and thus
ε (u) ≤ 1). Together with ε (u) > 0, this yields ε (u) = 1 and thus u ∈ L.

We have thus proven that every u ∈ E satisfying λT (u) = 1+uT must satisfy u ∈ L.
In other words, we have proven that {u ∈ E | λT (u) = 1 + uT} ⊆ L.

4th Step: Combining the results of the 1st Step, the 2nd Step and the 3rd Step, we
conclude that L = {u ∈ E | λT (u) = 1 + uT} = {u ∈ E | u is 1-dimensional}. This
proves Theorem X.1 (b).

(a) 1st Step: Every u ∈ L is invertible in K, and the inverse of every u ∈ L lies in
L.

Proof. Let u ∈ L. Then, λε(u) (u) is a unit in the ring K (since u ∈ E). But ε (u) = 1
(since u ∈ L) and thus λε(u) (u) = λ1 (u) = u. Thus, u is a unit in K; that is, u is
invertible. Its inverse u−1 must lie in E as well (because u ∈ L ⊆ E, and because of
our assumption that for every invertible element u ∈ E, the inverse of u must lie in E

as well). Since ε is a ring homomorphism, we have ε (u−1) =

ε (u)︸︷︷︸
=1

−1

= 1−1 = 1.

This, together with u−1 ∈ E, yields u−1 ∈ L (by the definition of L).
We have thus proven that every u ∈ L is invertible in K, and the inverse of every

u ∈ L lies in L.
2nd Step: The set L is closed under multiplication and contains the multiplicative

unity of K.
Proof. This is trivial.
3rd Step: Theorem X.1 (a) trivially follows from the 1st Step and the 2nd Step.

Theorem X.2. Let
(
K, (λi)i∈N

)
be a special(?) λ-ring with a positive

structure (ε,E). Let e ∈ E, and let r = ε (e) − 1. Define a polynomial

pe ∈ K [T ] by pe (T ) =
r+1∑
i=0

(−1)i λi (e)T r+1−i. Set Ke = K [T ]� (pe (T )) =

K [`], where ` denotes the equivalence class of T modulo pe (T ). Then, Ke is

a finite-free extension ring of K. There exists a map λ̃i : Ke → Ke for every

i ∈ N such that
(
Ke,

(
λ̃i
)
i∈N

)
is a λ-ring such that the inclusion K → Ke
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is a λ-ring homomorphism and such that ` ∈ Ke is a 1-dimensional element.
Moreover, there exists a positive structure (εe,Ee) on Ke defined by εe (`) =

1 and Ee =

{ ∑
i∈N, j∈N

ai,j`
i (e− `)j | ai,j ∈ E for all i ∈ N and j ∈ N

}
.

By iterating the construction in Theorem X.2, we can find, for any e ∈ E, an
extension ring of K with a λ-ring structure in which e is the sum of r 1-dimensional
elements. This is called the splitting principle, and is what Fulton/Lang [FulLan85] use
instead of Theorem 8.4 above when they want to prove an identity just by verifying
it for sums of 1-dimensional elements. However, this way they can only show it for
positive elements, while Theorem 8.4 yields it for arbitrary elements.

11. Hints and solutions to exercises

11.1. To Section 1

11.2. To Section 2

Exercise 2.1: Solution: (a) Theorem 2.1 (c) says that f is a homomorphism of λ-rings
if and only if µT ◦ f = f [[T ]] ◦ λT . Thus, it remains to show that µT ◦ f = f [[T ]] ◦ λT
holds if and only if every e ∈ E satisfies (µT ◦ f) (e) = (f [[T ]] ◦ λT ) (e). Since E is
a generating set of the Z-module K, this comes down to proving the following three
facts:

• We have (µT ◦ f) (0) = (f [[T ]] ◦ λT ) (0).

• We have (µT ◦ f) (−x) = (f [[T ]] ◦ λT ) (−x) for every x ∈ K which satisfies
(µT ◦ f) (x) = (f [[T ]] ◦ λT ) (x).

• We have (µT ◦ f) (x+ y) = (f [[T ]] ◦ λT ) (x+ y) for any x ∈ K and y ∈ K which
satisfy (µT ◦ f) (x) = (f [[T ]] ◦ λT ) (x) and (µT ◦ f) (y) = (f [[T ]] ◦ λT ) (y).

We will only prove the last of these three assertions (the other two are similar): If
(µT ◦ f) (x) = (f [[T ]] ◦ λT ) (x) and (µT ◦ f) (y) = (f [[T ]] ◦ λT ) (y), then

(µT ◦ f) (x+ y)

= µT (f (x+ y)) = µT (f (x) + f (y)) (since f is a ring homomorphism)

= µT (f (x)) · µT (f (y))
(

by Theorem 2.1 (a), applied to the λ-ring
(
L,
(
µi
)
i∈N

))
= (µT ◦ f) (x)︸ ︷︷ ︸

=(f [[T ]]◦λT )(x)

· (µT ◦ f) (y)︸ ︷︷ ︸
=(f [[T ]]◦λT )(y)

= (f [[T ]] ◦ λT ) (x) · (f [[T ]] ◦ λT ) (y)

= (f [[T ]])

 λT (x) · λT (y)︸ ︷︷ ︸
=λT (x+y) by Theorem 2.1 (a)

 = (f [[T ]] ◦ λT ) (x+ y) ,

qed.
(b) This follows from (a) in the same way as Theorem 2.1 (c) was proven.
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Exercise 2.2: Solution: It is an exercise in basic algebra to see that L−L is a subring
of K. Thus, it only remains to show that λi (L− L) ⊆ L−L for every i ∈ N. In other
words, we have to prove that λi (`− `′) ∈ L− L for every ` ∈ L and `′ ∈ L.

We are going to prove this by induction, so we assume that λj (`− `′) ∈ L − L for
all j < i. Then,

λi (`) = λi ((`− `′) + `′) =
i∑

j=0

λj (`− `′)λi−j (`′) (by the definition of λ-rings)

=
i−1∑
j=0

λj (`− `′)︸ ︷︷ ︸
∈L−L, since

j<i

λi−j (`′)︸ ︷︷ ︸
∈L, since
`′∈L

+λi (`− `′)λ0 (`′)︸ ︷︷ ︸
=1

∈ (L− L)L︸ ︷︷ ︸
⊆LL−LL⊆L−L

(since LL⊆L)

+λi (`− `′) ⊆ (L− L) + λi (`− `′) .

But λi (`) itself lies in L − L (since ` ∈ L, so that λi (`) ∈ L and thus λi (`) =
λi (`)︸ ︷︷ ︸
∈L

− 0︸︷︷︸
∈L

∈ L − L), so this yields λi (`− `′) ∈ L − L, and this completes our

induction.
Exercise 2.3: Solution:

Proof of Theorem 2.2. (a) Let x ∈ K�I. Let y ∈ K and z ∈ K be two elements of
K satisfying y = x and z = x. Then, y = x = z, so that y ≡ zmod I. In other words,
y − z ∈ I.

We know (from the definition of λ-ideals) that I is a λ-ideal of K if and only if every
t ∈ I and every positive integer i satisfy λi (t) ∈ I. Since we know that I is a λ-ideal,
we conclude that every t ∈ I and every positive integer i satisfy λi (t) ∈ I. Applied to
t = y − z, this yields that every positive integer i satisfies λi (y − z) ∈ I.

Fix k ∈ N. The equality (5), applied to y − z and z instead of x and y, yields

λk ((y − z) + z) =
k∑
i=0

λi (y − z)λk−i (z) = λ0 (y − z)︸ ︷︷ ︸
=1

(since λ0(t)=1
for every t∈K)

λk−0︸︷︷︸
=λk

(z) +
k∑
i=0

λi (y − z)︸ ︷︷ ︸
∈I

(since i is a positive
integer)

λk−i (z)

∈ 1λk (z)︸ ︷︷ ︸
=λk(z)

+
k∑
i=0

Iλk−i (z)︸ ︷︷ ︸
⊆I

(since I is an ideal)

⊆ λk (z) + I.

Since (y − z)+z = y, this rewrites as λk (y) ∈ λk (z)+I. In other words, λk (y) = λk (z).
Now, forget that we fixed k. We thus have proven that λk (y) = λk (z) for every

k ∈ N. Renaming k as i in this claim, we conclude that we have λi (y) = λi (z) for
every i ∈ N. Theorem 2.2 (a) is proven.

(b) First of all, (
λ̃0 (x) = 1 for every x ∈ K�I

)
(65)
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70. Next, (
λ̃1 (x) = x for every x ∈ K�I

)
(66)

71. Finally,(
λ̃k (x+ y) =

k∑
i=0

λ̃i (x) λ̃k−i (y) for every k ∈ N, x ∈ K�I and y ∈ K�I

)
(67)

72.
Now, according to the definition of a λ-ring, we know that

(
K�I,

(
λ̃i
)
i∈N

)
is a λ-

ring if and only if it satisfies the relations (65), (66) and (67). Since we have shown that

70Proof of (65): Let x ∈ K�I. By the definition of λ̃0, the value λ̃0 (x) is defined as λ0 (w), where
w is an element of K satisfying w = x. So let w be an element of K satisfying w = x (such a w

clearly exists). Then, λ̃0 (x) = λ0 (w). But λ0 (w) = 1 (since every t ∈ K satisfies λ0 (t) = 1).

Thus, λ0 (w) = 1 = 1, so that λ̃0 (x) = λ0 (w) = 1. This proves (65).
71Proof of (66): Let x ∈ K�I. By the definition of λ̃1, the value λ̃1 (x) is defined as λ1 (w), where

w is an element of K satisfying w = x. So let w be an element of K satisfying w = x (such a w

clearly exists). Then, λ̃1 (x) = λ1 (w). But λ1 (w) = w (since every t ∈ K satisfies λ1 (t) = t).

Thus, λ1 (w) = w = x, so that λ̃1 (x) = λ1 (w) = x. This proves (66).
72Proof of (67): Let x ∈ K�I, y ∈ K�I and k ∈ N.

Pick any u ∈ K satisfying u = x. (Such a u clearly exists.) Pick any v ∈ K satisfying v = y.
(Such a v clearly exists.)

Let i ∈ {0, 1, ..., k}.
By the definition of λ̃i, the value λ̃i (x) is defined as λi (w), where w is an element of K satisfying

w = x. Thus, λ̃i (x) = λi (w) for every w ∈ K satisfying w = x. Applied to w = u, this yields

λ̃i (x) = λi (u) (since u = x).

By the definition of λ̃k−i, the value λ̃k−i (y) is defined as λk−i (w), where w is an element of K

satisfying w = y. Thus, λ̃k−i (y) = λk−i (w) for every w ∈ K satisfying w = y. Applied to w = v,

this yields λ̃k−i (y) = λk−i (v) (since v = y).
Now forget that we fixed i ∈ {0, 1, ..., k}. We thus have shown that every i ∈ {0, 1, ..., k} satisfies

λ̃i (x) = λi (u) and λ̃k−i (y) = λk−i (v). Thus,

k∑
i=0

λ̃i (x)︸ ︷︷ ︸
=λi(u)

λ̃k−i (y)︸ ︷︷ ︸
=λk−i(v)

=

k∑
i=0

λi (u)λk−i (v) =

k∑
i=0

λi (u)λk−i (v).

By the definition of λ̃k, the value λ̃k (x+ y) is defined as λk (w), where w is an element of K

satisfying w = x+ y. Thus, λ̃k (x+ y) = λk (w) for every w ∈ K satisfying w = x+ y. Applied to

w = u+ v, this yields λ̃k (x+ y) = λk (u+ v) (since u+ v = u︸︷︷︸
=x

+ v︸︷︷︸
=y

= x+ y). Thus,

λ̃k (x+ y) = λk (u+ v) =

k∑
i=0

λi (u)λk−i (v) since (5) (applied to u and v instead of x and y) yields

λk (u+ v) =
k∑
i=0

λi (u)λk−i (v)


=

k∑
i=0

λ̃i (x) λ̃k−i (y) .

This proves (67).
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it satisfies the relations (65), (66) and (67), we thus conclude that
(
K�I,

(
λ̃i
)
i∈N

)
is

a λ-ring. Theorem 2.2 (b) is proven.
(c) Let π be the canonical projection K → K�I.
The definition of a λ-ring homomorphism tells us: The map π is a λ-ring homomor-

phism if and only if π is a ring homomorphism and satisfies λ̃i ◦ π = π ◦ λi for every
i ∈ N. But since π is a ring homomorphism (because it is a canonical projection of a

ring onto a factor ring) and satisfies λ̃i ◦ π = π ◦ λi for every i ∈ N 73, this yields
that π is a λ-ring homomorphism. Since π is the canonical projection K → K�I, we
thus have proven that the canonical projection K → K�I is a λ-ring homomorphism.
Theorem 2.2 (c) is proven.

Exercise 2.4: Solution:

Proof of Theorem 2.3. Let t ∈ Ker f , and let i be a positive integer. Since t ∈ Ker f ,
we have f (t) = 0, thus µi (f (t)) = µi (0) = 0 (by Theorem 2.1 (d)).

Since f is a λ-ring homomorphism, we have µi ◦ f = f ◦ λi, so that (µi ◦ f) (t) =
(f ◦ λi) (t) = f (λi (t)). Thus, f (λi (t)) = (µi ◦ f) (t) = µi (f (t)) = 0, so that λi (t) ∈
Ker f .

Now forget that we fixed t and i. We have thus proven that every t ∈ Ker f and
every positive integer i satisfy λi (t) ∈ Ker f .

But the definition of a λ-ideal tells us that Ker f is a λ-ideal if and only if every
t ∈ Ker f and every positive integer i satisfy λi (t) ∈ Ker f . Since we know that every
t ∈ Ker f and every positive integer i satisfy λi (t) ∈ Ker f , we thus conclude that
Ker f is a λ-ideal. Theorem 2.3 is proven.

11.3. To Section 3

Exercise 3.1: Solution:

First solution: The localization {1, p, p2, ...}−1 Z is the subring

{
u

pi
| u ∈ Z, i ∈ N

}
of Q. Let x ∈ {1, p, p2, ...}−1 Z. We then must show that

(
x

n

)
∈ {1, p, p2, ...}−1 Z for

every n ∈ N.

Since x ∈ {1, p, p2, ...}−1 Z =

{
u

pi
| u ∈ Z, i ∈ N

}
, we can write x in the form

u

pi

73Proof. Let i ∈ N. Let z ∈ K. Then, π (z) = z (because π is the canonical projection K → K�I)

and π
(
λi (z)

)
= λi (z) (for the same reason).

By the definition of λ̃i, the value λ̃i (z) is defined as λi (w), where w is an element of K satisfying

w = z. Thus, λ̃i (z) = λi (w) for every w ∈ K satisfying w = z. Applied to w = z, this yields

λ̃i (z) = λi (z) (since z = z).

Now,
(
λ̃i ◦ π

)
(z) = λ̃i

π (z)︸︷︷︸
=z

 = λ̃i (z) = λi (z) = π
(
λi (z)

)
=
(
π ◦ λi

)
(z).

Now forget that we fixed z. We thus have proven that
(
λ̃i ◦ π

)
(z) =

(
π ◦ λi

)
(z) for every

z ∈ K. In other words, λ̃i ◦ π = π ◦ λi, qed.
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for some u ∈ Z and i ∈ N. Thus,

(
x

n

)
=
x (x− 1) ... (x− n+ 1)

n!
=

n−1∏
k=0

(x− k)

n!
=

n−1∏
k=0

(
u

pi
− k
)

n!

(
since x =

u

pi

)

=

n−1∏
k=0

u− kpi

pi

n!
=

n−1∏
k=0

(u− kpi)

n! · (pi)n
.

Now, let pv be the highest power of p that divides n!. Then,
n!

pv
is a positive integer

not divisible by p. Denoting
n!

pv
by r, we thus have shown that r is a positive integer

not divisible by p. Thus, p is coprime to r (since p is prime), so that pϕ(r) ≡ 1 mod r
(by Euler’s theorem), where ϕ is Euler’s totient function.

Notice that r =
n!

pv
yields n! = pvr, so that n! ≡ 0 mod r. On the other hand,

p(ϕ(r)−1)in ·
n−1∏
k=0

(
u− kpi

)
=

n−1∏
k=0

(
p(ϕ(r)−1)i

(
u− kpi

))
=

n−1∏
k=0

(
p(ϕ(r)−1)iu− p(ϕ(r)−1)ikpi

)
.

Since p(ϕ(r)−1)ikpi = p(ϕ(r)−1)i+ik = pϕ(r)ik =

 pϕ(r)︸︷︷︸
≡1 mod r

i

k ≡ 1rk = kmod r, this

becomes

p(ϕ(r)−1)in ·
n−1∏
k=0

(
u− kpi

)
≡

n−1∏
k=0

(
p(ϕ(r)−1)iu− k

)
= n!︸︷︷︸
≡0 mod r

(
p(ϕ(r)−1)iu

n

)
since

n−1∏
k=0

(
p(ϕ(r)−1)iu− k

)
n!

=

(
p(ϕ(r)−1)iu

n

)
≡ 0 mod r.

Thus,

p(ϕ(r)−1)in ·
n−1∏
k=0

(u− kpi)

r
is an integer. Now,

(
x

n

)
=

n−1∏
k=0

(u− kpi)

n! · (pi)n
=

r

p(ϕ(r)−1)in · (pi)n n!
·
p(ϕ(r)−1)in ·

n−1∏
k=0

(u− kpi)

r

=
r

p(ϕ(r)−1)in · (pi)n pvr︸ ︷︷ ︸
=p−v−in−(ϕ(r)−1)in

·
p(ϕ(r)−1)in ·

n−1∏
k=0

(u− kpi)

r︸ ︷︷ ︸
an integer

(since n! = pvr)

145



is a product of a negative power of p with an integer, and therefore lies in {1, p, p2, ...}−1 Z.

So we have shown that

(
x

n

)
∈ {1, p, p2, ...}−1 Z for every x ∈ {1, p, p2, ...}−1 Z and

every n ∈ N. This proves that {1, p, p2, ...}−1 Z is a binomial ring, qed.
Second solution (sketched): Let x ∈ {1, p, p2, ...}−1 Z. Just as in the First solution,

we can write x in the form
u

pi
for some u ∈ Z and i ∈ N, and we see that

(
x

n

)
=

n−1∏
k=0

(u− kpi)

n! · (pi)n
. A careful analysis now shows that every prime q that is distinct from

p appears in the prime factor decomposition of
n−1∏
k=0

(u− kpi) at least as often as it

appears in that of n! · (pi)n. As a consequence, the ratio

n−1∏
k=0

(u− kpi)

n! · (pi)n
, once brought

to simplest form, can have no primes distinct from p in its denominator. Thus, this

ratio (which, as we know, is

(
x

n

)
) lies in {1, p, p2, ...}−1 Z. So we have shown that(

x

n

)
∈ {1, p, p2, ...}−1 Z for every x ∈ {1, p, p2, ...}−1 Z and every n ∈ N. This proves

that {1, p, p2, ...}−1 Z is a binomial ring, qed.
Third solution: [Grin-detn, Exercise 3.26] shows that if a and b are two integers such

that b 6= 0, and if n ∈ N, then

there exists some N ∈ N such that bN
(
a/b

n

)
∈ Z. (68)

Let x ∈ {1, p, p2, ...}−1 Z. We then must show that

(
x

n

)
∈ {1, p, p2, ...}−1 Z for every

n ∈ N.

Fix n ∈ N. We have x ∈ {1, p, p2, ...}−1 Z =

{
u

pi
| u ∈ Z, i ∈ N

}
. Thus, x =

u

pi
for

some u ∈ Z and i ∈ N. But (68) (applied to a = u and b = pi) shows that there exists

some N ∈ N such that (pi)
N

(
u/pi

n

)
∈ Z. Consider this N . We have x =

u

pi
= u/pi,

so that (
x

n

)
=

(
u/pi

n

)
∈ 1

(pi)N
Z

(
since

(
pi
)N (u/pi

n

)
∈ Z

)
⊆
{

1, p, p2, ...
}−1 Z.

So we have shown that

(
x

n

)
∈ {1, p, p2, ...}−1 Z for every x ∈ {1, p, p2, ...}−1 Z and

every n ∈ N. This proves that {1, p, p2, ...}−1 Z is a binomial ring, qed.
Exercise 3.2: Hints to solution: Let N+

K be the subset {1, 2, 3, ...} of K. Obvi-
ously, this subset is multiplicatively closed and contains no zero-divisors. Hence, the
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localization
(
N+
K

)−1
K can be considered as an extension ring of K. We now can de-

fine

(
x

i

)
∈
(
N+
K

)−1
K for every x ∈

(
N+
K

)−1
K and i ∈ N. It remains to show that(

x

i

)
∈ K for every x ∈ K and i ∈ N, given that

(
x

i

)
∈ K for every x ∈ E and i ∈ N.

This will follow once we show the following three claims:

Claim 1: Let i ∈ N. Then, the polynomial

(
X + Y

i

)
∈ Q [X, Y ] is a polynomial in(

X

0

)
,

(
X

1

)
, ...,

(
X

i

)
,

(
Y

0

)
,

(
Y

1

)
, ...,

(
Y

i

)
with integer coefficients.

Claim 2: Let i ∈ N. Then, the polynomial

(
−X
i

)
∈ Q [X] is a polynomial in

(
X

0

)
,(

X

1

)
, ...,

(
X

i

)
with integer coefficients.

Claim 3: Let i ∈ N. Then, the polynomial

(
XY

i

)
∈ Q [X, Y ] is a polynomial in(

X

0

)
,

(
X

1

)
, ...,

(
X

i

)
,

(
Y

0

)
,

(
Y

1

)
, ...,

(
Y

i

)
with integer coefficients.

Proof of Claim 1: In our proof of Theorem 3.1, we have proven the identity (7) for
every k ∈ N, x ∈ Z and y ∈ Z. Renaming i as j in this identity, we can rewrite it as(

x+ y

k

)
=

k∑
j=0

(
x

j

)(
y

k − j

)
.

Applying this to k = i, we obtain(
x+ y

i

)
=

i∑
j=0

(
x

j

)(
y

i− j

)
. (69)

Now, in the polynomial ring Q [X, Y ], we have the following equality:(
X + Y

i

)
=

i∑
j=0

(
X

j

)(
Y

i− j

)
. (70)

(Proof of (70): Both sides of the equality (70) are polynomials in X and Y with rational
coefficients. Hence, in order to prove this equality, we only need to check that it holds
whenever it is evaluated at X = x and Y = y for two nonnegative integers x and y.
But the latter follows from (69). Thus, (70) is proven.)

The equality (70) immediately proves Claim 2.

Proof of Claim 2: We have the identity

(
−X
i

)
= (−1)i

(
X + i− 1

i

)
(this is the

so-called upper negation identity). Thus,(
−X
i

)
= (−1)i

(
X + i− 1

i

)
︸ ︷︷ ︸

=
∑i
j=0

(
X

j

)(
i− 1

i− j

)
(by (70), with i−1 substituted for Y )

= (−1)i
i∑

j=0

(
X

j

)(
i− 1

i− j

)
.
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This proves Claim 2.
Claim 3 is noticeably harder than each of Claims 1 and Claim 2. One way to

prove Claim 3 is to use the proof of Theorem 7.1 below. For a completely elementary
(combinatorial) proof of Claim 3 (leading to a different polynomial!!), see [Grin-detn,
Exercise 3.8]. Let me finally sketch a third proof of Claim 3:

Proof of Claim 3: Recall the fact ([Harts77, Proposition I.7.3]) that the subset

{p ∈ Q [X] | p (n) ∈ Z for every n ∈ Z}

of the polynomial ring Q [X] is the Z-linear span of the polynomials

(
X

0

)
,

(
X

1

)
,(

X

2

)
, .... This generalizes to two variables: The subset

{p ∈ Q [X, Y ] | p (n,m) ∈ Z for every n ∈ Z and every m ∈ Z}

of the polynomial ring Q [X, Y ] is the Z-linear span of the polynomials

(
X

i

)(
Y

j

)
for

i ∈ N and j ∈ N. Of course, the polynomial

(
XY

i

)
belongs to this subset, so we

conclude that it belongs to this Z-linear span. This proves Claim 3 again.
Now, all three Claims 1, 2 and 3 are proven. Using these claims, we can see (by

induction) that the values (
x

i

)
for x ∈ K and i ∈ N

can be written as polynomials (with integer coefficients) in the values(
x

i

)
for x ∈ E and i ∈ N.

Since we have assumed that the latter values belong to K, we can therefore conclude
that the former values also belong to K. This solves the exercise.

Exercise 3.3: Hints to solution: (a) Use Theorem 2.1 (a) and (1 + pT )x (1 + pT )y =
(1 + pT )x+y.

(b) Use the binomial formula.
Detailed solution: (a) Define a map λT : K → K [[T ]] by(

λT (x) =
∑
i∈N

λi (x)T i for every x ∈ K

)
.

Then,
λT (x) = (1 + pT )x for every x ∈ K (71)

74. Thus, we can easily see that every x ∈ K satisfies λT (x) ≡ 1 + xT modT 2K [[T ]]

74Proof of (71): Fix x ∈ K. Then, λT (x) =
∑
i∈N λ

i (x)T i. Hence, for every i ∈ N, we have(
the coefficient of T i in the power series λT (x)

)
= λi (x) =

(
the coefficient of the power series (1 + pT )

x
before T i

)(
by the definition of λi (x)

)
=
(
the coefficient of T i in the power series (1 + pT )

x)
.

In other words, λT (x) = (1 + pT )
x
. This proves (71).
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75. Hence, we have λ0 (x) = 1 and λ1 (x) = x for every x ∈ K 76.
On the other hand, the equality (7) holds for every k ∈ N, x ∈ K and y ∈ K 77.

In other words, every k ∈ N, x ∈ K and y ∈ K satisfy(
x+ y

k

)
=

k∑
i=0

(
x

i

)(
y

k − i

)
. (72)

75Proof. Fix x ∈ K. Recall that the power series p has coefficient 1 before T 0. Thus, p ≡
1 modTK [[T ]], so that p− 1 ∈ TK [[T ]]. Hence, pT − T = T (p− 1)︸ ︷︷ ︸

∈TK[[T ]]

∈ TTK [[T ]] = T 2K [[T ]]. In

other words, pT ≡ T modT 2K [[T ]].
Now, (71) yields

λT (x) = (1 + pT )
x

=
∑
k∈N

(
x

k

)
(pT )

k

=

(
x

0

)
︸︷︷︸

=1

(pT )
0︸ ︷︷ ︸

=1

+

(
x

1

)
︸︷︷︸

=x

(pT )
1︸ ︷︷ ︸

=pT

+
∑
k∈N;
k≥2

(
x

k

)
(pT )

k︸ ︷︷ ︸
=pkTk=pkTk−2T 2

(since k≥2)

= 1 + x pT︸︷︷︸
≡T modT 2K[[T ]]

+
∑
k∈N;
k≥2

(
x

k

)
pkT k−2 T 2︸︷︷︸

≡0 modT 2K[[T ]]

≡ 1 + xT +
∑
k∈N;
k≥2

(
x

k

)
pkT k−20

︸ ︷︷ ︸
=0

= 1 + xT modT 2K [[T ]] ,

qed.
76Proof. Let x ∈ K. Then, λT (x) ≡ 1 + xT modT 2K [[T ]]. In other words,(

the coefficient of T 0 in the power series λT (x)
)

= 1

and (
the coefficient of T 1 in the power series λT (x)

)
= x.

But from λT (x) =
∑
i∈N λ

i (x)T i, we obtain

λ0 (x) =
(
the coefficient of T 0 in the power series λT (x)

)
= 1

and
λ1 (x) =

(
the coefficient of T 1 in the power series λT (x)

)
= x.

Qed.
77This was proven during our proof of Theorem 3.2.
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Now, every x ∈ K and y ∈ K satisfy

(1 + T )x︸ ︷︷ ︸
=
∑
k∈N

(
x

k

)
Tk

(by the definition of (1+T )x)

(1 + T )y︸ ︷︷ ︸
=
∑
k∈N

(
y

k

)
Tk

(by the definition of (1+T )y)

=

(∑
k∈N

(
x

k

)
T k

)(∑
k∈N

(
y

k

)
T k

)

=
∑
k∈N

(
k∑
i=0

(
x

i

)(
y

k − i

))
︸ ︷︷ ︸

=

(
x+ y

k

)
T k

(by the definition of the product of two power series)

=
∑
k∈N

(
x+ y

k

)
T k = (1 + T )x+y

(since (1 + T )x+y is defined as
∑

k∈N

(
x+ y

k

)
T k). We can substitute pT for T in this

equality; thus, we obtain

(1 + pT )x (1 + pT )y = (1 + pT )x+y

for every x ∈ K and y ∈ K. Now, if x and y are elements of K, then

λT (x)︸ ︷︷ ︸
=(1+pT )x

(by (71))

· λT (y)︸ ︷︷ ︸
=(1+pT )y

(by (71), applied
to y instead of x)

= (1 + pT )x (1 + pT )y = (1 + pT )x+y .

Comparing this with

λT (x+ y) = (1 + pT )x+y (by (71), applied to x+ y instead of x) ,

we obtain

λT (x) · λT (y) = λT (x+ y) for every x ∈ K and y ∈ K. (73)

But Theorem 2.1 (a) shows that (73) holds if and only if
(
K, (λi)i∈N

)
is a λ-ring. Thus,(

K, (λi)i∈N
)

is a λ-ring (since (73) holds). This solves Exercise 3.3 (a).
(b) Assume that p = 1. Define a map λT : K → K [[T ]] as in our solution to Exercise

3.3 (a). Then,
λT (x) = (1 + pT )x for every x ∈ K.

(This is the identity (71), and has already been proven above.) Now,

λi (x) =

(
x

i

)
for every x ∈ K and i ∈ N (74)
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78. Thus, the maps λi defined in Exercise 3.3 (a) are identical with the maps λi defined
in Theorem 3.2. Hence, the λ-ring

(
K, (λi)i∈N

)
defined in Exercise 3.3 (a) is identical

with the λ-ring
(
K, (λi)i∈N

)
defined in Theorem 3.2. This solves Exercise 3.3 (b).

Exercise 3.4: Hints to solution: It is clear from the very definition of λi that Theorem
2.1 (a) is to be applied here.

Exercise 3.5: Hints to solution: Same idea as for Exercise 3.4.

11.4. To Section 4

Exercise 4.2: Detailed solution: There are several ways to solve Exercise 4.2 (many
people would call it trivial). Here is not the simplest one, but the easiest-to-formalize
one:

(a) Let us prove that every n ∈ {0, 1, ...,m} satisfies

n∏
i=1

(1 + αi) =
∑

S⊆{1,2,...,n}

∏
k∈S

αk. (75)

Proof of (75). We will prove (75) by induction over n:

Induction base: If n = 0, then
n∏
i=1

(1 + αi) = (empty product) = 1 and

∑
S⊆{1,2,...,n}

∏
k∈S

αk =
∑

S⊆{1,2,...,0}

∏
k∈S

αk =
∏
k∈∅

αk

(since the only subset S of {1, 2, ..., 0} is ∅)

= (empty product) = 1.

Thus,
n∏
i=1

(1 + αi) =
∑

S⊆{1,2,...,n}

∏
k∈S

αk holds for n = 0. In other words, we have proven

(75) for n = 0. This completes the induction base.
Induction step: Let N ∈ {0, 1, ...,m− 1}. Assume that (75) holds for n = N . Now

let us prove (75) for n = N + 1.
Since (75) holds for n = N , we have

N∏
i=1

(1 + αi) =
∑

S⊆{1,2,...,N}

∏
k∈S

αk.

78Proof of (74): Let x ∈ K. Comparing the identity λT (x) =
∑
i∈N λ

i (x)T i with λT (x) =1 + p︸︷︷︸
=1

T

x

= (1 + T )
x
, we obtain

∑
i∈N λ

i (x)T i = (1 + pT )
x
. Hence, for every i ∈ N,

we have

λi (x) =
(
the coefficient of the power series (1 + T )

x
before T i

)
=

(
x

i

) (
since (1 + T )

x
=
∑
k∈N

(
x

k

)
T k

)
.

This proves (74).
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Now, let P be the set of all subsets of {1, 2, ..., N}. Then, P is the set of all subsets S
of {1, 2, ..., N + 1} satisfying N+1 /∈ S (because subsets S of {1, 2, ..., N + 1} satisfying
N + 1 /∈ S are the same thing as subsets of {1, 2, ..., N}). Therefore, summing over
all S ∈ P is the same as summing over all subsets S of {1, 2, ..., N + 1} satisfying
N + 1 /∈ S. Hence,

∑
S∈P

∏
k∈S

αk =
∑

S⊆{1,2,...,N+1};
N+1/∈S

∏
k∈S

αk.

On the other hand, summing over all S ∈ P is the same as summing over all subsets
S of {1, 2, ..., N} (since P is the set of all subsets of {1, 2, ..., N}). Thus,

∑
S∈P

∏
k∈S

αk =∑
S⊆{1,2,...,N}

∏
k∈S

αk.

Notice that every S ∈ P is a subset of {1, 2, ..., N} (since P is the set of all subsets
of {1, 2, ..., N}) and thus satisfies N + 1 /∈ S.

Now, let Q be the set of all subsets T of {1, 2, ..., N + 1} satisfying N+1 ∈ T . Then,
summing over all T ∈ Q is the same as summing over all subsets T of {1, 2, ..., N + 1}
satisfying N + 1 ∈ T . Thus,

∑
T∈Q

∏
k∈T

αk =
∑

T⊆{1,2,...,N+1};
N+1∈T

∏
k∈T

αk. Renaming the index T

as S in both sides of this equation, we obtain
∑
S∈Q

∏
k∈S

αk =
∑

S⊆{1,2,...,N+1};
N+1∈S

∏
k∈S

αk.

From the definitions of P and Q, it easily follows that every S ∈ P satisfies S ∪
{N + 1} ∈ Q 79. Hence, we can define a map ι : P → Q by

(ι (S) = S ∪ {N + 1} for any S ∈ P ) .

This map ι is injective (because if two sets S ∈ P and S ′ ∈ P satisfy ι (S) = ι (S ′),
then S = S ′ 80) and surjective (because every T ∈ Q satisfies T = ι (S) for some
S ∈ P 81). Thus, ι is a bijective map. Hence, we can substitute S for ι (S) in the

79Proof. Let S ∈ P . Then, S is a subset of {1, 2, ..., N} (since P is the set of all subsets of {1, 2, ..., N}).
Thus, S∪{N + 1} is a subset of {1, 2, ..., N + 1}. Clearly, N+1 ∈ S∪{N + 1}. Thus, S∪{N + 1}
is a subset of {1, 2, ..., N + 1} satisfying N + 1 ∈ S ∪ {N + 1}. In other words, S ∪ {N + 1} ∈ Q
(since Q is the set of all subsets T of {1, 2, ..., N + 1} satisfying N + 1 ∈ T ), qed.

80Proof. Let S ∈ P and S′ ∈ P be two sets satisfying ι (S) = ι (S′).
The set S is a subset of {1, 2, ..., N} (since S ∈ P and since P is the set of all subsets of

{1, 2, ..., N}). Hence, N + 1 /∈ S. But ι (S) = S ∪ {N + 1}, so that

ι (S) \ {N + 1} = (S ∪ {N + 1}) \ {N + 1} = (S \ {N + 1})︸ ︷︷ ︸
=S (since N+1/∈S)

∪ ({N + 1} \ {N + 1})︸ ︷︷ ︸
=∅

= S ∪∅ = S.

Similarly, ι (S′) \ {N + 1} = S′. Hence, S = ι (S)︸︷︷︸
=ι(S′)

\ {N + 1} = ι (S′) \ {N + 1} = S′, qed.

81Proof. Let T ∈ Q. We want to find an S ∈ P such that T = ι (S).
We have T ∈ Q. In other words, T is a subset of {1, 2, ..., N + 1} satisfying N + 1 ∈ T (since Q

is the set of all subsets T of {1, 2, ..., N + 1} satisfying N + 1 ∈ T ).
Let S = T \ {N + 1}. Since T is a subset of {1, 2, ..., N + 1}, it is clear that T \ {N + 1} is a

subset of {1, 2, ..., N + 1} \ {N + 1} = {1, 2, ..., N}, so that T \ {N + 1} ∈ P (since P is the set of
all subsets of {1, 2, ..., N}). Hence, S = T \ {N + 1} ∈ P .

Since N + 1 ∈ T , we have {N + 1} ⊆ T and thus (T \ {N + 1}) ∪ {N + 1} = T . Now, ι (S) =
S∪{N + 1} = (T \ {N + 1})∪{N + 1} = T . Hence, we have found an S ∈ P such that T = ι (S).
Qed.
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sum
∑
S∈P

∏
k∈ι(S)

αk, so that
∑
S∈P

∏
k∈ι(S)

αk =
∑
S∈Q

∏
k∈S

αk. Since every S ∈ P satisfies

∏
k∈ι(S)

αk =
∏

k∈S∪{N+1}

αk (since ι (S) = S ∪ {N + 1})

= αN+1

∏
k∈S

αk (since S ∈ P , so that N + 1 /∈ S) ,

this rewrites as
∑
S∈P

(
αN+1

∏
k∈S

αk

)
=
∑
S∈Q

∏
k∈S

αk.

Now,∑
S⊆{1,2,...,N+1}

∏
k∈S

αk =
∑

S⊆{1,2,...,N+1};
N+1/∈S

∏
k∈S

αk

︸ ︷︷ ︸
=
∑
S∈P

∏
k∈S

αk

+
∑

S⊆{1,2,...,N+1};
N+1∈S

∏
k∈S

αk

︸ ︷︷ ︸
=
∑
S∈Q

∏
k∈S

αk=
∑
S∈P

(
αN+1

∏
k∈S

αk

)

=
∑
S∈P

∏
k∈S

αk +
∑
S∈P

(
αN+1

∏
k∈S

αk

)
=
∑
S∈P

(∏
k∈S

αk + αN+1

∏
k∈S

αk

)
︸ ︷︷ ︸

=(1+αN+1)
∏
k∈S

αk

=
∑
S∈P

(1 + αN+1)
∏
k∈S

αk = (1 + αN+1)
∑
S∈P

∏
k∈S

αk︸ ︷︷ ︸
=

∑
S⊆{1,2,...,N}

∏
k∈S

αk=
N∏
i=1

(1+αi)

= (1 + αN+1)
N∏
i=1

(1 + αi) =
N+1∏
i=1

(1 + αi) .

We have thus shown that
N+1∏
i=1

(1 + αi) =
∑

S⊆{1,2,...,N+1}

∏
k∈S

αk. In other words, (75) holds

for n = N + 1. This completes the induction step.
We have thus shown that (75) holds for every n ∈ {0, 1, ...,m}. Thus, we can now

apply (75) to n = m, and obtain
m∏
i=1

(1 + αi) =
∑

S⊆{1,2,...,m}

∏
k∈S

αk. This solves Exercise

4.2 (a).
(b) Applying Exercise 4.2 (a) to αkt instead of αk, we obtain

m∏
i=1

(1 + αit) =
∑

S⊆{1,2,...,m}︸ ︷︷ ︸
=
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

(αkt)︸ ︷︷ ︸
=

( ∏
k∈S

αk

)
t|S|

=
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

(∏
k∈S

αk

)
t|S|︸︷︷︸
=ti

(since |S|=i)

=
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

αkt
i.
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This solves Exercise 4.2 (b).
(c) Applying Exercise 4.2 (b) to −αk instead of αk, we obtain

m∏
i=1

(1 + (−αi) t) =
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

αk (−t)i︸ ︷︷ ︸
=(−1)iti

=
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

αk (−1)i ti

=
∑
i∈N

(−1)i
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

αkt
i.

This simplifies to

m∏
i=1

(1− αit) =
∑
i∈N

(−1)i
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

αkt
i.

This proves Exercise 4.2 (c).
(d) Since Q is a finite set, and we only use the elements of Q as labels, we can

WLOG assume that Q = {1, 2, ...,m} for some m ∈ N (because otherwise, we can just
relabel the elements of Q as 1, 2, ..., m for some m ∈ N). Then,∏

q∈Q

(1 + αqt) =
∏
i∈Q

(1 + αit) (here we substituted i for q)

=
m∏
i=1

(1 + αit) (since Q = {1, 2, ...,m})

=
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

αkt
i (by Exercise 4.2 (b))

=
∑
i∈N

∑
S⊆Q;
|S|=i

∏
k∈S

αkt
i (since {1, 2, ...,m} = Q)

=
∑
k∈N

∑
S⊆Q;
|S|=k

∏
q∈S

αqt
k (here we renamed i and k as k and q) .

This solves Exercise 4.2 (d).
Exercise 4.3: Detailed solution: Let P ∈ K [α1, α2, ..., αm, β1, β2, ..., βn] be a polyno-

mial satisfying P (p1, p2, ..., pm, q1, q2, ..., qn) = 0 (where K [α1, α2, ..., αm, β1, β2, ..., βn]
denotes the polynomial ring in the m+ n indeterminates α1, α2, ..., αm, β1, β2, ..., βn
over K). We want to prove that P = 0 (as a polynomial).

Since P is a polynomial in K [α1, α2, ..., αm, β1, β2, ..., βn], we can write it in the form

P =
∑

((i1,i2,...,im),(j1,j2,...,jn))∈Nm×Nn
λ(i1,i2,...,im),(j1,j2,...,jn) · αi11 αi22 ...αimm · β

j1
1 β

j2
2 ...β

jn
n , (76)

where λ(i1,i2,...,im),(j1,j2,...,jn) is the coefficient of the polynomial P before the monomial

αi11 α
i2
2 ...α

im
m · β

j1
1 β

j2
2 ...β

jn
n for every ((i1, i2, ..., im) , (j1, j2, ..., jn)) ∈ Nm × Nn. So let us
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write it in this way. Then,

0 = P (p1, p2, ..., pm, q1, q2, ..., qn)

=
∑

((i1,i2,...,im),(j1,j2,...,jn))∈Nm×Nn
λ(i1,i2,...,im),(j1,j2,...,jn) · pi11 pi22 ...pimm · q

j1
1 q

j2
2 ...q

jn
n

(because of (76))

=
∑

(j1,j2,...,jn)∈Nn

∑
(i1,i2,...,im)∈Nm

λ(i1,i2,...,im),(j1,j2,...,jn) · pi11 pi22 ...pimm · q
j1
1 q

j2
2 ...q

jn
n . (77)

Define a polynomial P̃ ∈ T [β1, β2, . . . , βn] by

P̃ =
∑

(j1,j2,...,jn)∈Nn

∑
(i1,i2,...,im)∈Nm

λ(i1,i2,...,im),(j1,j2,...,jn) · pi11 pi22 ...pimm · β
j1
1 β

j2
2 ...β

jn
n . (78)

Then,

P̃ (q1, q2, . . . , qn)

=
∑

(j1,j2,...,jn)∈Nn

∑
(i1,i2,...,im)∈Nm

λ(i1,i2,...,im),(j1,j2,...,jn) · pi11 pi22 ...pimm · q
j1
1 q

j2
2 ...q

jn
n

= 0 (by (77)) .

Hence, P̃ = 0 as polynomials (since q1, q2, ..., qn are algebraically independent over
T ). Comparing this with (78), we obtain

0 =
∑

(j1,j2,...,jn)∈Nn

∑
(i1,i2,...,im)∈Nm

λ(i1,i2,...,im),(j1,j2,...,jn) · pi11 pi22 ...pimm · β
j1
1 β

j2
2 ...β

jn
n . (79)

For every (j1, j2, ..., jn) ∈ Nn, define a polynomial P(j1,j2,...,jn) ∈ K [α1, α2, ..., αm] by
P(j1,j2,...,jn) =

∑
(i1,i2,...,im)∈Nm

λ(i1,i2,...,im),(j1,j2,...,jn) · αi11 αi22 ...αimm . Then,

P(j1,j2,...,jn) (p1, p2, ..., pm) =
∑

(i1,i2,...,im)∈Nm
λ(i1,i2,...,im),(j1,j2,...,jn) · pi11 pi22 ...pimm

for every (j1, j2, ..., jn) ∈ Nn. Thus, in the ring T [β1, β2, . . . , βn], we have∑
(j1,j2,...,jn)∈Nn

P(j1,j2,...,jn) (p1, p2, ..., pm) · βj11 β
j2
2 ...β

jn
n

=
∑

(j1,j2,...,jn)∈Nn

∑
(i1,i2,...,im)∈Nm

λ(i1,i2,...,im),(j1,j2,...,jn) · pi11 pi22 ...pimm · β
j1
1 β

j2
2 ...β

jn
n = 0

(by (79)). Since the elements βj11 β
j2
2 ...β

jn
n (with (j1, j2, ..., jn) ∈ Nn) of the T -module

T [β1, β2, ..., βn] are T -linearly independent (because these elements are the monomials),
this yields that P(j1,j2,...,jn) (p1, p2, ..., pm) = 0 for every (j1, j2, ..., jn) ∈ Nn. Hence,
P(j1,j2,...,jn) = 0 for every (j1, j2, ..., jn) ∈ Nn (since p1, p2, ..., pm are algebraically
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independent over K). Now,

P =
∑

((i1,i2,...,im),(j1,j2,...,jn))∈Nm×Nn
λ(i1,i2,...,im),(j1,j2,...,jn) · αi11 αi22 ...αimm · β

j1
1 β

j2
2 ...β

jn
n

=
∑

(j1,j2,...,jn)∈Nn

∑
(i1,i2,...,im)∈Nm

λ(i1,i2,...,im),(j1,j2,...,jn) · αi11 αi22 ...αimm︸ ︷︷ ︸
=P(j1,j2,...,jn)=0

·βj11 β
j2
2 ...β

jn
n

=
∑

(j1,j2,...,jn)∈Nn
0 · βj11 β

j2
2 ...β

jn
n = 0.

We have thus proven that every polynomial P ∈ K [α1, α2, ..., αm, β1, β2, ..., βn] sat-
isfying P (p1, p2, ..., pm, q1, q2, ..., qn) = 0 must satisfy P = 0. In other words, the m+n
elements p1, p2, ..., pm, q1, q2, ..., qn are algebraically independent over K. Exercise
4.3 is solved.

Exercise 4.4: Detailed solution: Fix some j ∈ N.
1st Step: Let m ∈ N. We are going to prove that

P2,j (X1, X2, ..., X2j) =

j−1∑
i=0

(−1)i+j−1XiX2j−i

in the ring Z [U1, U2, ..., Um].
Proof. It is a known (and very easy) fact that whenever A is a ring, F is a finite set

and aI is an element of A for every I ∈ F , then(∑
I∈F

aI

)2

=
∑
I∈F

a2
I + 2

∑
S∈P2(F )

∏
I∈S

aI . (80)

82 Applied to A = Z [U1, U2, ..., Um], F = Pj ({1, 2, ...,m}) and aI =
∏
i∈I
Ui, this yields

 ∑
I∈Pj({1,2,...,m})

∏
i∈I

Ui

2

=
∑

I∈Pj({1,2,...,m})

(∏
i∈I

Ui

)2

+ 2
∑

S∈P2(Pj({1,2,...,m}))

∏
I∈S

∏
i∈I

Ui.

82Proof of (80). Let A be a ring, let F be a finite set, and let aI be an element of A for every I ∈ F .
We must prove (80).

The set F is used only for indexing in (80). Hence, we can WLOG assume that F = {1, 2, ..., n}
for some n ∈ N. Assume this, and consider this n.

Since F = {1, 2, ..., n}, we have
∑
I∈F

aI =
∑

I∈{1,2,...,n}
aI = a1 + a2 + ... + an and

∑
I∈F

a2
I =∑

I∈{1,2,...,n}
a2
I = a2

1 + a2
2 + ...+ a2

n.

On the other hand, let L be the set of all pairs (i, j) ∈ F×F satisfying i < j. Then,
∑

(i,j)∈L
aiaj =∑

(i,j)∈F×F ;
i<j

aiaj . From the definition of L, it is clear that every (i, j) ∈ L satisfies i < j.

Let S denote the map
L→ P2 (F ) , (i, j) 7→ {i, j} .

This map is a bijection. (In fact, the elements of L are pairs (i, j) ∈ F × F satisfying i < j; such
pairs are clearly in bijection with the 2-element subsets of F , and this bijection is given by the
map S.)
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Since ∑
S∈P2(Pj({1,2,...,m}))

∏
I∈S

∏
i∈I

Ui =
∑

S⊆Pj({1,2,...,m});
|S|=2

∏
I∈S

∏
i∈I

Ui = P2,j (X1, X2, ..., X2j)

(by (22), applied to k = 2) ,

this becomes ∑
I∈Pj({1,2,...,m})

∏
i∈I

Ui

2

=
∑

I∈Pj({1,2,...,m})

(∏
i∈I

Ui

)2

︸ ︷︷ ︸
=
∏
i∈I

U2
i

+2
∑

S∈P2(Pj({1,2,...,m}))

∏
I∈S

∏
i∈I

Ui︸ ︷︷ ︸
=P2,j(X1,X2,...,X2j)

=
∑

I∈Pj({1,2,...,m})

∏
i∈I

U2
i + 2P2,j (X1, X2, ..., X2j) .

Since ∑
I∈Pj({1,2,...,m})

∏
i∈I

Ui =
∑

I⊆{1,2,...,m};
|I|=j

∏
i∈I

Ui =
∑

S⊆{1,2,...,m};
|S|=j

∏
k∈S

Uk

(here, we renamed the indices I and i as S and k)

= Xj

since Xj was defined as
∑

S⊆{1,2,...,m};
|S|=j

∏
k∈S

Uk

 ,

this rewrites as

X2
j =

∑
I∈Pj({1,2,...,m})

∏
i∈I

U2
i + 2P2,j (X1, X2, ..., X2j) . (81)

For every (i, j) ∈ L, we have∏
I∈S(i,j)

aI =
∏

I∈{i,j}

aI (since S (i, j) = {i, j} by the definition of S)

= aiaj (since (i, j) ∈ L, so that i < j) .

Now, ∑
(i,j)∈F×F ;

i<j

aiaj =
∑

(i,j)∈L

aiaj︸︷︷︸
=

∏
I∈S(i,j)

aI

=
∑

(i,j)∈L

∏
I∈S(i,j)

aI =
∑

S∈P2(F )

∏
I∈S

aI

(here we substituted S for S (i, j) in the sum, since S is a bijection). But
∑
I∈F

aI = a1+a2+...+an,

so that(∑
I∈F

aI

)2

= (a1 + a2 + ...+ an)
2

=
(
a2

1 + a2
2 + ...+ a2

n

)︸ ︷︷ ︸
=
∑
I∈F

a2
I

+2
∑

(i,j)∈F×F ;
i<j

aiaj

︸ ︷︷ ︸
=

∑
S∈P2(F )

∏
I∈S

aI

=
∑
I∈F

a2
I+2

∑
S∈P2(F )

∏
I∈S

aI .

This proves (80).
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We will now show that

∑
I∈Pj({1,2,...,m})

∏
i∈I

U2
i =

2j∑
i=0

(−1)i+j XiX2j−i (82)

(an identity interesting for its own).

In fact, consider the polynomial
m∏
i=1

(1− U2
i T

2) ∈ (Z [U1, U2, ..., Um]) [T ]. Exercise

4.2 (c) (applied to A = (Z [U1, U2, ..., Um]) [T ], t = T 2 and αi = U2
i ) yields

m∏
i=1

(
1− U2

i T
2
)

=
∑
i∈N

(−1)i
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

U2
k

(
T 2
)i︸ ︷︷ ︸

=T 2i

=
∑
i∈N

(−1)i
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

U2
k

T 2i.

Thus,(
the coefficient of the polynomial

m∏
i=1

(
1− U2

i T
2
)

before T 2j

)

=

the coefficient of the polynomial
∑
i∈N

(−1)i
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

U2
k

T 2i before T 2j


= (−1)j

∑
S⊆{1,2,...,m};
|S|=j︸ ︷︷ ︸

=
∑

S∈Pj({1,2,...,m})

∏
k∈S

U2
k = (−1)j

∑
S∈Pj({1,2,...,m})

∏
k∈S

U2
k = (−1)j

∑
I∈Pj({1,2,...,m})

∏
i∈I

U2
i

(83)

(here, we renamed the indices S and k as I and i) .

But Exercise 4.2 (c) (applied to A = (Z [U1, U2, ..., Um]) [T ], t = T and αi = Ui)
yields

m∏
i=1

(1− UiT ) =
∑
i∈N

(−1)i
∑

S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

︸ ︷︷ ︸
=Xi

T i =
∑
i∈N

(−1)iXiT
i.

Also, Exercise 4.2 (b) (applied to A = (Z [U1, U2, ..., Um]) [T ], t = T and αi = Ui)
yields

m∏
i=1

(1 + UiT ) =
∑
i∈N

∑
S⊆{1,2,...,m};
|S|=i

∏
k∈S

Uk

︸ ︷︷ ︸
=Xi

T i =
∑
i∈N

XiT
i.
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Now,

m∏
i=1

(
1− U2

i T
2
)︸ ︷︷ ︸

=(1−UiT )(1+UiT )

=
m∏
i=1

((1− UiT ) (1 + UiT )) =

(
m∏
i=1

(1− UiT )

)
︸ ︷︷ ︸

=
∑
i∈N

(−1)iXiT i

(
m∏
i=1

(1 + UiT )

)
︸ ︷︷ ︸

=
∑
i∈N

XiT i

=

(∑
i∈N

(−1)iXiT
i

)
·

(∑
i∈N

XiT
i

)
=
∑
i∈N

(
i∑

k=0

(−1)kXkXi−k

)
T i

(by the definition of the product of two polynomials) .

Hence,(
the coefficient of the polynomial

m∏
i=1

(
1− U2

i T
2
)

before T 2j

)

=

(
the coefficient of the polynomial

∑
i∈N

(
i∑

k=0

(−1)kXkXi−k

)
T i before T 2j

)

=

2j∑
k=0

(−1)kXkX2j−k =

2j∑
i=0

(−1)iXiX2j−i

(here we renamed the index k as i). Compared to (83), this yields

(−1)j
∑

I∈Pj({1,2,...,m})

∏
i∈I

U2
i =

2j∑
i=0

(−1)iXiX2j−i.

Divided by (−1)j, this yields

∑
I∈Pj({1,2,...,m})

∏
i∈I

U2
i =

2j∑
i=0

(−1)i

(−1)j︸ ︷︷ ︸
=(−1)i+j

XiX2j−i =

2j∑
i=0

(−1)i+j XiX2j−i.

Thus we have proven (82).
Substituting (82) into (81), we obtain

X2
j =

2j∑
i=0

(−1)i+j XiX2j−i + 2P2,j (X1, X2, ..., X2j) .
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Since

2j∑
i=0

(−1)i+j XiX2j−i =

j∑
i=0

(−1)i+j XiX2j−i +

2j∑
i=j+1

(−1)i+j XiX2j−i

=

j∑
i=0

(−1)i+j XiX2j−i︸ ︷︷ ︸
=(−1)j+jXjX2j−j+

j−1∑
i=0

(−1)i+jXiX2j−i

+

j−1∑
i=0

(−1)(2j−i)+j︸ ︷︷ ︸
=(−1)2(j−i)+i+j=(−1)i+j

X2j−iX2j−(2j−i)︸ ︷︷ ︸
=Xi

(here, we substituted 2j − i for i in the second sum)

= (−1)j+j︸ ︷︷ ︸
=(−1)2j=1

XjX2j−j︸ ︷︷ ︸
=XjXj=X2

j

+

j−1∑
i=0

(−1)i+j XiX2j−i +

j−1∑
i=0

(−1)i+j X2j−iXi︸ ︷︷ ︸
=XiX2j−i

= X2
j +

j−1∑
i=0

(−1)i+j XiX2j−i +

j−1∑
i=0

(−1)i+j XiX2j−i︸ ︷︷ ︸
=2

j−1∑
i=0

(−1)i+jXiX2j−i

= X2
j + 2

j−1∑
i=0

(−1)i+j XiX2j−i,

this becomes

X2
j = X2

j + 2

j−1∑
i=0

(−1)i+j XiX2j−i + 2P2,j (X1, X2, ..., X2j) .

Subtracting X2
j from this and dividing by 2 (we are allowed to divide by 2 since 2 is

not a zero-divisor in Z [U1, U2, ..., Um]), we obtain

0 =

j−1∑
i=0

(−1)i+j XiX2j−i + P2,j (X1, X2, ..., X2j) ,

so that

P2,j (X1, X2, ..., X2j) = −
j−1∑
i=0

(−1)i+j XiX2j−i =

j−1∑
i=0

(
− (−1)i+j

)
︸ ︷︷ ︸

=(−1)i+j−1

XiX2j−i

=

j−1∑
i=0

(−1)i+j−1XiX2j−i.

This proves the 1st Step.

2nd Step: Let us now prove P2,j =
j−1∑
i=0

(−1)i+j−1 αiα2j−i now.

Proof. Letm = 2j. Applying Theorem 4.1 (a) toK = Z and P = P2,j (X1, X2, ..., X2j),
we conclude that there exists one and only one polynomial Q ∈ Z [α1, α2, ..., αm] such
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that P2,j (X1, X2, ..., X2j) = Q (X1, X2, ..., Xm). In particular, there exists at most one
such polynomial Q ∈ Z [α1, α2, ..., αm]. Hence, if Q1 ∈ Z [α1, α2, ..., αm] and Q2 ∈ Z [α1, α2, ..., αm] are two polynomials

such that P2,j (X1, X2, ..., X2j) = Q1 (X1, X2, ..., Xm) and
P2,j (X1, X2, ..., X2j) = Q2 (X1, X2, ..., Xm) , then Q1 = Q2

 .

(84)
Define a polynomial Q1 ∈ Z [α1, α2, ..., αm] by Q1 = P2,j, and define a polynomial

Q2 ∈ Z [α1, α2, ..., αm] by Q2 =
j−1∑
i=0

(−1)i+j−1 αiα2j−i. We are going to prove that

Q1 = Q2.
Since our two polynomials Q1 and Q2 satisfy

Q1 (X1, X2, ..., Xm) = P2,j (X1, X2, ..., X2j) (since Q1 = P2,j and m = 2j)

and

Q2 (X1, X2, ..., Xm) =

(
j−1∑
i=0

(−1)i+j−1 αiα2j−i

)
(X1, X2, ..., X2j)(

since Q2 =

j−1∑
i=0

(−1)i+j−1 αiα2j−i and m = 2j

)

=

j−1∑
i=0

(−1)i+j−1XiX2j−i

= P2,j (X1, X2, ..., X2j) (by the 1st Step) ,

we can conclude from (84) that Q1 = Q2. Hence, P2,j = Q1 = Q2 =
j−1∑
i=0

(−1)i+j−1 αiα2j−i.

This solves Exercise 4.4.

11.5. To Section 5

Exercise 5.1: Hints to solution: This can be proven by induction over n: The ring
K [T ]� (P ) is a finite-free extension of K containing a root of the polynomial P
(namely, the equivalence class T of T ∈ K [T ] modulo (P )). Now, the polynomial
P (S)

S − T
∈ (K [T ]� (P )) [S] is monic and has degree n − 1, so by induction there ex-

ists a finite-free extension ring KP of the ring K [T ]� (P ) and n − 1 elements p2,

..., pn of this extension ring KP such that
P (S)

S − T
=

n∏
i=2

(T − pi) in KP [S]. Thus,

P (S) =
(
S − T

) n∏
i=2

(T − pi) in KP [S]. If we denote T by p1, this takes the form

P (S) =
n∏
i=1

(T − pi), which shows that we have just completed the induction step.

Notice the similarity between this solution and the proof of the existence of splitting
fields in Galois theory.

Detailed solution: We first show a lemma:
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Lemma 5.1.S.1. Let K be a ring, and P ∈ K [T ] be a monic polynomial.
Then, there exists a finite-free extension ring K ′ of the ring K and an
element p ∈ K ′ such that P (p) = 0 in K ′.

Proof of Lemma 5.1.S.1. Let n = degP . Let K ′ be the quotient ring K [T ]� (P ). For
every Q ∈ K [T ], let us denote by Q the projection of Q onto K [T ]� (P ) (that is, the
residue class of Q modulo (P )).

Since the polynomial P is monic of degree n, we can easily see that
(
T 0, T 1, ..., T n−1

)
is a basis of the K-module K ′. This is because the sequence

(
T 0, T 1, ..., T n−1

)
is

linearly independent83 and generates the K-module K ′ 84. Thus, the K-module

K ′ is finite-free. Also, since
(
T 0, T 1, ..., T n−1

)
is a basis of the K-module K ′, its

83Proof. In fact, assume that we have a sequence (α0, α1, ..., αn−1) ∈ Kn such that α0T 0 + α1T 1 +
...+ αn−1Tn−1 = 0.

Then, 0 = α0T 0 +α1T 1 + ...+αn−1Tn−1 = α0T 0 + α1T 1 + ...+ αn−1Tn−1, so that 0 ≡ α0T
0 +

α1T
1 + ... + αn−1T

n−1 mod (P ). In other words, α0T
0 + α1T

1 + ... + αn−1T
n−1 ∈ (P ). In other

words, P | α0T
0 +α1T

1 + ...+αn−1T
n−1. But P is a monic polynomial of degree n, and thus every

polynomial divisible by P has either degree ≥ n or is the zero polynomial. Hence, the polynomial
α0T

0 + α1T
1 + ... + αn−1T

n−1 must have either degree ≥ n or be the zero polynomial (since
P | α0T

0 +α1T
1 + ...+αn−1T

n−1). Since this polynomial does not have degree ≥ n, it must thus
be the zero polynomial. This means that all its coefficients are zero. That is, αi = 0 for every
i ∈ {0, 1, ..., n− 1}.

We have thus proven that whenever a sequence (α0, α1, ..., αn−1) ∈ Kn satisfies α0T 0 + α1T 1 +
... + αn−1Tn−1 = 0, it must satisfy αi = 0 for every i ∈ {0, 1, ..., n− 1}. In other words, the

sequence
(
T 0, T 1, ..., Tn−1

)
is linearly independent.

84Proof. Let K ′1 be the K-submodule of K ′ generated by
(
T 0, T 1, ..., Tn−1

)
. Then, we will prove

that K ′1 = K ′.

From the definition of K ′1, it follows that T j ∈ K ′1 for every j ∈ {0, 1, ..., n− 1}.
Write the polynomial P in the form P =

n∑
i=0

βiT
i for some (β0, β1, ..., βn) ∈ Kn+1 (this is

possible since degP = n). Since P is monic of degree n, we must then have βn = 1.

Let us prove that every j ∈ N satisfies T j ∈ K ′1.
In fact, we will prove this by strong induction over j:
Induction step: Let j ∈ N be arbitrary. Assume that T ` ∈ K ′1 is already proven for every ` ∈ N

satisfying ` < j. We must now prove that T j ∈ K ′1.

If j ∈ {0, 1, ..., n− 1}, then we are immediately done with proving T j ∈ K ′1 (since we already

know that T j ∈ K ′1 for every j ∈ {0, 1, ..., n− 1}). Thus, we assume that j ∈ {0, 1, ..., n− 1} is

not the case. Hence, j ≥ n, so that j − n ≥ 0. Now, P =
n∑
i=0

βiT
i, so that

P · T j−n =

n∑
i=0

βiT
i · T j−n =

n∑
i=0

βiT
i+j−n =

n−1∑
i=0

βiT
i+j−n + βn︸︷︷︸

=1

Tn+j−n︸ ︷︷ ︸
=T j

=

n−1∑
i=0

βiT
i+j−n + T j .

Hence, T j = P · T j−n −
n−1∑
i=0

βiT
i+j−n ≡ −

n−1∑
i=0

βiT
i+j−n mod (P ), so that

T j = −
n−1∑
i=0

βiT i+j−n = −
n−1∑
i=0

βiT i+j−n.

Every i ∈ {0, 1, ..., n− 1} satisfies T i+j−n ∈ K ′1 (since T ` ∈ K ′1 is already proven for every ` ∈ N
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subsequence
(
T 0
)

=
(
1
)

is linearly independent. Hence, the canonical map K → K ′ is

injective (because it maps the basis (1) of the K-module K to the linearly independent
sequence

(
1
)

of the K-module K ′). Hence, we can view K ′ as an extension ring of K.

Let p = T . Then, P (p) = P
(
T
)

= P (T ) = P = 0 (since P ≡ 0 mod (P )). This
proves Lemma 5.1.S.1.

Another lemma:

Lemma 5.1.S.2. Let Z be a ring and P ∈ Z [T ] be a polynomial. Let p
be an element of Z such that P (p) = 0.

(a) Then, there exists a polynomial Q ∈ Z [T ] of degree ≤ degP − 1 such
that P = Q · (T − p).
(b) If the polynomial P is monic, then this polynomial Q is a monic poly-
nomial of degree N − 1, where N = degP .

Proof of Lemma 5.1.S.2. (a) Lemma 5.1.S.2 (a) is a known fact from basic algebra.
We are not going to prove it.

(b) Assume that the polynomial P is monic. Consider the polynomial Q from
Lemma 5.1.S.2 (a).

Let N = degP . Since Q has degree ≤ degP − 1, we have degQ ≤ degP︸ ︷︷ ︸
=N

−1 =

N − 1. We can thus write the polynomial Q in the form Q =
N−1∑
i=0

qiT
i for some

(q0, q1, ..., qN−1) ∈ ZN . Writing it this way, we have

Q · (T − p) =
N−1∑
i=0

qiT
i · (T − p) =

N−1∑
i=0

qi T
iT︸︷︷︸

=T i+1

−
N−1∑
i=0

qi T
ip︸︷︷︸

=pT i

=
N−1∑
i=0

qiT
i+1 −

N−1∑
i=0

qipT
i

=
N∑
i=1

qi−1T
i −

N−1∑
i=0

qipT
i (here, we substituted i for i+ 1 in the first sum) .

satisfying ` < j, and since every i ∈ {0, 1, ..., n− 1} satisfies i︸︷︷︸
<n

+j − n < j). Thus,

T j = −
n−1∑
i=0

βi T i+j−n︸ ︷︷ ︸
∈K′1

∈ K ′1 (since K ′1 is a K-module) .

This proves that T j ∈ K ′1. The induction step is thus complete.

We have thus proven by strong induction that every j ∈ N satisfies T j ∈ K ′1.
The K-module K [T ] is generated by the elements T j with j ∈ N. Hence, the K-module

K ′ = K [T ]� (P ) (being a quotient module of K [T ]) is generated by the elements T j with j ∈ N.

Since all of these generators lie in K ′1 (because every j ∈ N satisfies T j ∈ K ′1), we can conclude
that K ′ ⊆ K ′1. Combined with K ′1 ⊆ K ′ (this is trivial), this yields K ′ = K ′1. Since K ′1 is the K-

submodule of K ′ generated by
(
T 0, T 1, ..., Tn−1

)
, this yields that the K-module K ′ is generated

by
(
T 0, T 1, ..., Tn−1

)
.
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Thus,

P = Q · (T − p) =
N∑
i=1

qi−1T
i −

N−1∑
i=0

qipT
i.

Hence,(
the coefficient of the polynomial P before TN

)
=

(
the coefficient of the polynomial

N∑
i=1

qi−1T
i −

N−1∑
i=0

qipT
i before TN

)

=

(
the coefficient of the polynomial

N∑
i=1

qi−1T
i before TN

)
︸ ︷︷ ︸

=qN−1

−

(
the coefficient of the polynomial

N−1∑
i=0

qipT
i before TN

)
︸ ︷︷ ︸

=0

= qN−1 − 0 = qN−1.

Since
(
the coefficient of the polynomial P before TN

)
= 1 (because P is a monic poly-

nomial with degP = N), this rewrites as 1 = qN−1. Since deg q ≤ N − 1, this yields
that q is a monic polynomial of degree N − 1. This proves Lemma 5.1.S.2.

Now, let us solve Exercise 5.1:
We will prove the assertion of Exercise 5.1 by induction over n.
Induction base: For n = 0, the assertion of Exercise 5.1 is trivially true (take KP =

K). This completes the induction base.
Induction step: Let N ∈ N be positive. Assume that the assertion of Exercise 5.1 is

true for n = N − 1. Let us now prove the assertion of Exercise 5.1 for n = N .
First we recall that we assumed that the assertion of Exercise 5.1 is true for n = N−1.

Hence,
If K ′ is a ring, and if Q ∈ K ′ [T ] is a monic polynomial such that
degQ = N − 1, then there exists a finite-free extension ring K ′Q of
the ring K ′ and N − 1 elements p1, p2, ..., pN−1 of this extension

ring K ′Q such that Q =
N−1∏
i=1

(T − pi) in K ′Q [T ]

 (85)

(this follows from Exercise 5.1, applied to K ′, Q and N − 1 instead of K, P and n
85).

Let K be a ring, and let P ∈ K [T ] be a monic polynomial such that degP = N .
According to Lemma 5.1.S.1, there exists a finite-free extension ring K ′ of the ring K
and an element p ∈ K ′ such that P (p) = 0 in K ′. Consider these K ′ and p.

85In fact, we are allowed to apply Exercise 5.1 to K ′, Q and N − 1 instead of K, P and n, because
we assumed that the assertion of Exercise 5.1 is true for n = N − 1.
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By Lemma 5.1.S.2 (a) (applied to Z = K ′), there exists a polynomial Q ∈ K ′ [T ] of
degree ≤ degP − 1 such that P = Q · (T − p) (since P (p) = 0) 86. Consider this Q.
By Lemma 5.1.S.2 (b) (applied to Z = K ′), this polynomial Q is a monic polynomial
of degree N − 1. That is, Q is monic and degQ = N − 1. According to (85), there
therefore exists a finite-free extension ring K ′Q of the ring K ′ and N − 1 elements p1,

p2, ..., pN−1 of this extension ring K ′Q such that Q =
N−1∏
i=1

(T − pi) in K ′Q [T ]. Consider

this K ′Q and these p1, p2, ..., pN−1.
Since K ′Q is a finite-free K ′-module, and since K ′ is a finite-free K-module, it is clear

that K ′Q is a finite-free K-module87. Also, since K ′Q is an extension ring of K ′, and
since K ′ is an extension ring of K, it is clear that K ′Q is an extension ring of K. Thus,
K ′Q is a finite-free extension ring of K.

Define KP = K ′Q and pN = p. Then, p1, p2, ..., pN−1, pN are N elements of the ring
K ′Q = KP . In KP [T ] = K ′Q [T ], we have

P = Q︸︷︷︸
=
N−1∏
i=1

(T−pi)

·

T − p︸︷︷︸
=pN

 =
N−1∏
i=1

(T − pi) · (T − pN) =
N∏
i=1

(T − pi) .

The ring KP is a finite-free extension ring of K (since KP = K ′Q, and since we know
that K ′Q is a finite-free extension ring of K).

So we have proven that if K is a ring, and if P ∈ K [T ] is a monic polynomial such
that degP = N , then there exists a finite-free extension ring KP of the ring K and N

elements p1, p2, ..., pN of this extension ring KP such that P =
N∏
i=1

(T − pi) in KP [T ].

In other words, we have proven the assertion of Exercise 5.1 for n = N . Thus, the
induction step is complete, and Exercise 5.1 is solved.

Exercise 5.2: Hints to solution: (a) The idea is to evaluate the identity
n∑
i=0

an−iT
i =

n∏
i=1

(pi + T ) at T =
1

S
, where S is a new variable. The only nontrivial part of the

solution is to make formal sense of this idea (this is what Lemma 5.2.S.1 in the solution
below is for). (b) is similar.

Detailed solution: First we need the following lemma:

86Note that K ′ [T ] denotes the polynomial ring in one indeterminate T over K ′. This T here is not
the T that was used to construct K ′ in the proof of Lemma 5.1.S.1. In order to avoid confusing
these two T ’s, you are advised to forget the proof of Lemma 5.1.S.1 (you won’t need it any more).

87Here we are using the following general fact from algebra: If K is a ring, if A is a K-algebra which
is a finite-free K-module, and if B is a finite-free A-module, then B is a finite-free K-module.

Proof of this fact. Since A is a finite-free K-module, we have A ∼= Kn as K-modules for some
n ∈ N. Consider this n. Since B is a finite-free A-module, we have B ∼= Am as A-modules for
some m ∈ N. Consider this m. Since B ∼= Am as A-modules, we also have

B ∼= Am ∼= (Kn)
m

(since A ∼= Kn)
∼= Knm

as K-modules. Thus, B is a finite-free K-module, qed.
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Lemma 5.2.S.1. Let L be a ring. Consider the polynomial ring L [T ] as
a subring of the polynomial ring L [T, S]. Let P ∈ L [T ] be a polynomial
such that TS − 1 | P in L [T, S]. Then, P = 0.

This is a known and very basic lemma and can be proven, for instance, using the fact
that the inclusion L [T ]→ L [T, S] induces an injective map L [T ]→ L [T, S]� (TS − 1).
But let us give a slightly different proof of this lemma, in the hope that a clever reader
will find a better use for the trick it involves:

Proof of Lemma 5.2.S.1. Since TS − 1 | P in L [T, S], there exists a polynomial Q ∈
L [T, S] such that P = (TS − 1) ·Q. Consider this Q.

Let m be the degree of the polynomial P ∈ L [T ].
By the universal property of the polynomial ring L [T, S], there exists a unique

L-algebra homomorphism L [T, S] → L [T ] which maps T and S to T and Tm, re-
spectively. Denote this homomorphism by ϕ. Then, ϕ maps T and S to T and Tm,
respectively, so that ϕ (T ) = T and ϕ (S) = Tm. Since ϕ is an L-algebra homomor-
phism, we have

ϕ ((TS − 1) ·Q) =

ϕ (T )︸ ︷︷ ︸
=T

ϕ (S)︸ ︷︷ ︸
=Tm

−1

·ϕ (Q) = (TTm − 1)·ϕ (Q) =
(
Tm+1 − 1

)
·ϕ (Q) .

On the other hand, ϕ (P ) = P 88. Now,

P = ϕ

 P︸︷︷︸
=(TS−1)·Q

 = ϕ ((TS − 1) ·Q) =
(
Tm+1 − 1

)
· ϕ (Q) .

Hence, the polynomial P is a multiple of Tm+1− 1 in L [T ]. Since Tm+1− 1 is a monic
polynomial of degree m + 1, this yields that P is a multiple of a monic polynomial of
degree m+ 1. But it is known that a multiple of a monic polynomial of degree m+ 1
must either have degree ≥ m + 1 or be the zero polynomial. Hence, the fact that P
is a multiple of a monic polynomial of degree m + 1 yields that P has either degree
≥ m+1 or is the zero polynomial. Since we know that P does not have degree ≥ m+1
(because degP = m < m + 1), this tells us that P is the zero polynomial. In other
words, P = 0. Lemma 5.2.S.1 is proven.

Now let us solve Exercise 5.2. Consider the polynomial ring L [T ] as a subring of the
polynomial ring L [T, S].

88Proof. Since P ∈ L [T ] and degP = m, we can write P in the form P =
m∑
i=0

βiT
i for some

(β0, β1, ..., βm) ∈ Lm+1. Thus,

ϕ (P ) = ϕ

(
m∑
i=0

βiT
i

)
=

m∑
i=0

βi

ϕ (T )︸ ︷︷ ︸
=T

i

(since ϕ is an L-algebra homomorphism)

=

m∑
i=0

βiT
i = P.
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(a) Assume that
n∑
i=0

an−iT
i =

n∏
i=1

(pi + T ). This is a polynomial identity, so we can

evaluate it at T = S and obtain
n∑
i=0

an−iS
i =

n∏
i=1

(pi + S). Thus,

T n
n∑
i=0

an−iS
i = T n︸︷︷︸

=
n∏
i=1

T

n∏
i=1

(pi + S) =
n∏
i=1

T

n∏
i=1

(pi + S) =
n∏
i=1

(T (pi + S))︸ ︷︷ ︸
=piT+TS

=
n∏
i=1

piT + TS︸︷︷︸
≡1 mod(TS−1)

 ≡ n∏
i=1

(piT + 1) =
n∏
i=1

(1 + piT ) mod (TS − 1) .

Combined with

T n
n∑
i=0

an−iS
i =

n∑
i=0

an−i T n︸︷︷︸
=Tn−iT i

Si =
n∑
i=0

an−iT
n−i T iSi︸︷︷︸

=(TS)i≡1i mod(TS−1)

≡
n∑
i=0

an−iT
n−i1i =

n∑
i=0

an−iT
n−i

=
n∑
i=0

aiT
i mod (TS − 1) (here we renamed n− i as i) ,

this yields
n∑
i=0

aiT
i ≡

n∏
i=1

(1 + piT ) mod (TS − 1). In other words, TS − 1 |
n∑
i=0

aiT
i −

n∏
i=1

(1 + piT ). Thus, Lemma 5.2.S.1 (applied to P =
n∑
i=0

aiT
i −

n∏
i=1

(1 + piT )) yields

that
n∑
i=0

aiT
i −

n∏
i=1

(1 + piT ) = 0. In other words,
n∑
i=0

aiT
i =

n∏
i=1

(1 + piT ). This proves

Exercise 5.2 (a).

(b) Assume that
n∑
i=0

aiT
i =

n∏
i=1

(1 + piT ). This is a polynomial identity, so we can

evaluate it at T = S and obtain
n∑
i=0

aiS
i =

n∏
i=1

(1 + piS). Thus,

T n
n∑
i=0

aiS
i = T n︸︷︷︸

=
n∏
i=1

T

n∏
i=1

(1 + piS) =
n∏
i=1

T
n∏
i=1

(1 + piS) =
n∏
i=1

(T (1 + piS))︸ ︷︷ ︸
=T+piTS

=
n∏
i=1

T + pi TS︸︷︷︸
≡1 mod(TS−1)

 ≡ n∏
i=1

(T + pi1)︸ ︷︷ ︸
=pi+T

=
n∏
i=1

(pi + T ) mod (TS − 1) .

Combined with

T n
n∑
i=0

aiS
i =

n∑
i=0

ai T n︸︷︷︸
=Tn−iT i

Si =
n∑
i=0

aiT
n−i T iSi︸︷︷︸

=(TS)i≡1i mod(TS−1)

≡
n∑
i=0

aiT
n−i1i =

n∑
i=0

aiT
n−i

=
n∑
i=0

an−iT
i mod (TS − 1) (here we renamed n− i as i) ,
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this yields
n∑
i=0

an−iT
i ≡

n∏
i=1

(pi + T ) mod (TS − 1). In other words, TS−1 |
n∑
i=0

an−iT
i−

n∏
i=1

(pi + T ). Thus, Lemma 5.2.S.1 (applied to P =
n∑
i=0

an−iT
i−

n∏
i=1

(pi + T )) yields that

n∑
i=0

an−iT
i −

n∏
i=1

(pi + T ) = 0. In other words,
n∑
i=0

an−iT
i =

n∏
i=1

(pi + T ). This proves

Exercise 5.2 (b).
Exercise 5.3: Hints to solution: Exercise 5.3 follows from Exercise 5.1, applied to
P

T − p
instead of P .

Detailed solution: By Lemma 5.1.S.2 (a) (applied to Z = K), there exists a polyno-
mial Q ∈ K [T ] of degree ≤ degP − 1 such that P = Q · (T − p). Consider this Q. By
Lemma 5.1.S.2 (b) (applied to Z = K), this polynomial Q is a monic polynomial of
degree N − 1, where N = degP . Since N = degP = n, this rewrites as follows: The
polynomial Q is a monic polynomial of degree n− 1.

Thus, Exercise 5.1 (applied to Q and n − 1 instead of P and n) yields that there
exists a finite-free extension ring KQ of the ring K and n− 1 elements p1, p2, ..., pn−1

of this extension ring KQ such that Q =
n−1∏
i=1

(T − pi) in KQ [T ]. Consider this ring KQ

and these n− 1 elements p1, p2, ..., pn−1.
Define a further element pn of KQ by pn = p. Then, p1, p2, ..., pn are n elements of

KQ satisfying

P = Q︸︷︷︸
=
n−1∏
i=1

(T−pi)

·

T − p︸︷︷︸
=pn

 =
n−1∏
i=1

(T − pi) · (T − pn) =
n∏
i=1

(T − pi)

in KQ [T ].
Let K ′P = KQ. Then, K ′P is a finite-free extension ring of the ring K (since KQ is a

finite-free extension ring of the ring K), and the n elements p1, p2, ..., pn of KQ satisfy

P =
n∏
i=1

(T − pi) in K ′P [T ] and p = pn. Thus, Exercise 5.3 is solved.

Exercise 5.4: Hints to solution: First here is a rewriting of Exercise 5.2 (b):

Lemma 5.4.S.1. Let L be a ring. Let ` ∈ N. Let a0, a1, ..., a` be elements
of L. Let S be a finite set with |S| = `. For every s ∈ S, let ps be an

element of L. If
∑̀
i=0

aiT
i =

∏
s∈S

(1 + psT ) in the polynomial ring L [T ], then∑̀
i=0

a`−iT
i =

∏
s∈S

(ps + T ).

Proof of Lemma 5.4.S.1. Assume that
∑̀
i=0

aiT
i =

∏
s∈S

(1 + psT ).

Since the finite set S is used only for labelling the elements ps, we can WLOG assume
that S = {1, 2, ..., `} (since |S| = `). Assume this. Then,

∏
s∈S

(1 + psT ) =
∏

s∈{1,2,...,`}

(1 + psT ) =
∏̀
s=1

(1 + psT ) =
∏̀
i=1

(1 + piT )
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(here we renamed the index s as i) and

∏
s∈S

(ps + T ) =
∏

s∈{1,2,...,`}

(ps + T ) =
∏̀
s=1

(ps + T ) =
∏̀
i=1

(pi + T )

(here we renamed the index s as i).

Now,
∑̀
i=0

aiT
i =

∏
s∈S

(1 + psT ) =
∏̀
i=1

(1 + piT ). Hence, Exercise 5.2 (b) (applied to

n = `) yields
∑̀
i=0

a`−iT
i =

∏̀
i=1

(pi + T ) =
∏
s∈S

(ps + T ). This proves Lemma 5.4.S.1.

The next lemma is more or less the statement of our exercise (except for that it has
−αβ instead of αβ, but this doesn’t make that much of a difference):

Lemma 5.4.S.2. Let K be a ring, and L an extension ring of K. Let
n ∈ N and m ∈ N. Let α and β be two elements of L such that α is
n-integral over K and β is m-integral over K. Then, −αβ is nm-integral
over K.

Proof of Lemma 5.4.S.2. Since α is n-integral over K, there exists a monic polynomial
P ∈ K [T ] such that degP = n and P (α) = 0 (by the definition of “n-integral”).

Since β is m-integral over K, there exists a monic polynomial Q ∈ K [T ] such that
degQ = m and Q (β) = 0 (by the definition of “m-integral”).

Since degP = n, we can write the polynomial P ∈ K [T ] in the form P =
n∑
i=0

ciT
i for

some (c0, c1, ..., cn) ∈ Kn+1. Consider this (c0, c1, ..., cn). Then, cn = (the coefficient of P before T n) =
1 (since P is a monic polynomial with degP = n).

Since degQ = m, we can write the polynomial Q ∈ K [T ] in the form Q =
m∑
i=0

diT
i for some (d0, d1, ..., dm) ∈ Km+1. Consider this (d0, d1, ..., dm). Then, dm =

(the coefficient of Q before Tm) = 1 (since Q is a monic polynomial with degQ = m).

For every i ∈ N, define an element ai ∈ K by ai =

{
cn−i, if i ≤ n;

0, if i > n
. For every

i ∈ N, define an element bi ∈ K by bi =

{
dm−i, if i ≤ m;

0, if i > m
.

Let R ∈ K [T ] be the polynomial defined by

R =
mn∑
i=0

Pmn−i (a1, a2, ..., amn−i, b1, b2, ..., bmn−i)T
i.

Now we claim that R is a monic polynomial, that degR = mn and that R (−αβ) = 0.
Proof. Exercise 5.3 (applied to α and L instead of p and K) yields that there exists

a finite-free extension ring L′P of L and n elements p1, p2, ..., pn of this extension ring

L′P such that P =
n∏
i=1

(T − pi) in L′P [T ] and such that α = pn. Consider this extension

ring L′P and these elements p1, p2, ..., pn. Denote this extension ring L′P by M . All we
need to know about M is that M is an extension ring of L containing p1, p2, ..., pn.
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Exercise 5.3 (applied to Q, m, β and M instead of P , n, p and K) yields that there
exists a finite-free extension ringM ′

Q ofM andm elements q1, q2, ..., qm of this extension

ring M ′
Q such that Q =

m∏
i=1

(T − qi) in M ′
Q [T ] and such that β = qm. Consider this

extension ring M ′
Q and these elements q1, q2, ..., qm. Denote this extension ring M ′

Q

by N . All we need to know about N is that N is an extension ring of L (since N is an
extension ring of M , which, in turn, is an extension ring of L) containing p1, p2, ..., pn
(because it contains L and because L contains p1, p2, ..., pn) and containing q1, q2, ...,
qm.

Let P̃ ∈ K [T ] be the polynomial
n∑
i=0

cn−iT
i. This polynomial P̃ has constant term

cn−0 = cn = 1, hence lies in 1 +K [T ]+.

Let Q̃ ∈ K [T ] be the polynomial
m∑
i=0

dm−iT
i. This polynomial Q̃ has constant term

dm−0 = dm = 1, hence lies in 1 +K [T ]+.

We have
n∑
i=0

cn−(n−i)︸ ︷︷ ︸
=ci

T i =
n∑
i=0

ciT
i = P =

n∏
i=1

(T − pi)︸ ︷︷ ︸
=−pi+T

=
n∏
i=1

(−pi + T ). Therefore,

Exercise 5.2 (a) (applied to N , cn−i and −pi instead of L, ai and pi) yields that

n∑
i=0

cn−iT
i =

n∏
i=1

(1 + (−pi)T ) .

Thus,

P̃ =
n∑
i=0

cn−iT
i =

n∏
i=1

(1 + (−pi)T ) = Π (N, [−p1,−p2, ...,−pn]) .

We have
m∑
i=0

dm−(m−i)︸ ︷︷ ︸
=di

T i =
m∑
i=0

diT
i = Q =

m∏
i=1

(T − qi)︸ ︷︷ ︸
=−qi+T

=
m∏
i=1

(−qi + T ). Therefore,

Exercise 5.2 (a) (applied to N , m, dm−i and −qi instead of L, n, ai and pi) yields that

m∑
i=0

dm−iT
i =

m∏
i=1

(1 + (−qi)T ) .

Thus,

Q̃ =
m∑
i=0

dm−iT
i =

m∏
i=1

(1 + (−qi)T ) = Π (N, [−q1,−q2, ...,−qm]) .

Since Q̃ = Π (N, [−q1,−q2, ...,−qn]) and P̃ = Π (N, [−p1,−p2, ...,−pn]), we can apply

Theorem 5.3 (c) to u = Q̃, v = P̃ , K̃u = N , K̃v = N , K̃u,v = N , ui = −qi and vj = −pj.
As a result we obtain

Q̃̂·P̃ = Π

N,
(−qi) (−pj)︸ ︷︷ ︸

=pjqi

| (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}




= Π (N, [pjqi | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]) =
∏

(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + pjqiT ) .
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Thus, Q̃̂·P̃ is a polynomial of degree

deg
(
Q̃̂·P̃

)
= deg

 ∏
(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + pjqiT )


since Q̃̂·P̃ =

∏
(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + pjqiT )


≤

∑
(i,j)∈{1,2,...,m}×{1,2,...,n}

deg (1 + pjqiT )︸ ︷︷ ︸
≤1(

since the degree of a product of some polynomials
is ≤ to the sum of the degrees of these polynomials

)
≤

∑
(i,j)∈{1,2,...,m}×{1,2,...,n}

1 = |{1, 2, ...,m} × {1, 2, ..., n}| = mn.

But∑
i∈N

aiT
i =

∑
i∈N

{
cn−i, if i ≤ n;

0, if i > n
T i

(
since ai =

{
cn−i, if i ≤ n;

0, if i > n

)

=
n∑
i=0

{
cn−i, if i ≤ n;

0, if i > n︸ ︷︷ ︸
=cn−i (since i≤n)

T i +
∞∑

i=n+1

{
cn−i, if i ≤ n;

0, if i > n︸ ︷︷ ︸
=0

T i

=
n∑
i=0

cn−iT
i +

∞∑
i=n+1

0T i︸ ︷︷ ︸
=0

=
n∑
i=0

cn−iT
i = P̃

and similarly
∑
i∈N

biT
i = Q̃. Now,

Q̃̂·P̃ = P̃ ·̂Q̃ =

(∑
i∈N

aiT
i

)
·̂

(∑
i∈N

biT
i

) (
since P̃ =

∑
i∈N

aiT
i and Q̃ =

∑
i∈N

biT
i

)
=
∑
k∈N

Pk (a1, a2, ..., ak, b1, b2, ..., bk)T
k

(by the definition of ·̂ at the beginning of Section 5) .

Hence, for every k ∈ N, we have(
the coefficient of the polynomial Q̃̂·P̃ before T k

)
= Pk (a1, a2, ..., ak, b1, b2, ..., bk) .
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But since Q̃̂·P̃ is a polynomial of degree ≤ mn, we have

Q̃̂·P̃ =
mn∑
k=0

(
the coefficient of the polynomial Q̃̂·P̃ before T k

)
︸ ︷︷ ︸

=Pk(a1,a2,...,ak,b1,b2,...,bk)

T k

=
mn∑
k=0

Pk (a1, a2, ..., ak, b1, b2, ..., bk)T
k

=
mn∑
i=0

Pi (a1, a2, ..., ai, b1, b2, ..., bi)T
i (here, we renamed k as i) .

Thus,

mn∑
i=0

Pi (a1, a2, ..., ai, b1, b2, ..., bi)T
i = Q̃̂·P̃ =

∏
(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + pjqiT ) .

Define r(i,j) to mean pjqi for every (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}. Then,

mn∑
i=0

Pi (a1, a2, ..., ai, b1, b2, ..., bi)T
i

=
∏

(i,j)∈{1,2,...,m}×{1,2,...,n}

1 + pjqi︸︷︷︸
=r(i,j)

T

 =
∏

(i,j)∈{1,2,...,m}×{1,2,...,n}

(
1 + r(i,j)T

)
=

∏
s∈{1,2,...,m}×{1,2,...,n}

(1 + rsT )

(here, we renamed the index (i, j) as s). Thus, Lemma 5.4.S.1 (applied to N , mn,
Pi (a1, a2, ..., ai, b1, b2, ..., bi), {1, 2, ...,m}× {1, 2, ..., n} and rs instead of L, `, ai, S and
ps) yields that

mn∑
i=0

Pmn−i (a1, a2, ..., amn−i, b1, b2, ..., bmn−i)T
i =

∏
s∈{1,2,...,m}×{1,2,...,n}

(rs + T ) .

Since
mn∑
i=0

Pmn−i (a1, a2, ..., amn−i, b1, b2, ..., bmn−i)T
i = R, this rewrites as

R =
∏

s∈{1,2,...,m}×{1,2,...,n}

(rs + T ) =
∏

(i,j)∈{1,2,...,m}×{1,2,...,n}

r(i,j)︸︷︷︸
=pjqi

+T


(here, we renamed the index s as (i, j))

=
∏

(i,j)∈{1,2,...,m}×{1,2,...,n}

(pjqi + T ) .

Therefore,

R (−αβ) =
∏

(i,j)∈{1,2,...,m}×{1,2,...,n}

(pjqi + (−αβ)) . (86)
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One of the factors of the product on the right hand side of (86) (namely, the one for
(i, j) = (m,n)) is

pn︸︷︷︸
=α

qm︸︷︷︸
=β

+ (−αβ) = αβ + (−αβ) = 0.

Hence, the product on the right hand side of (86) is 0. Thus, (86) simplifies to
R (−αβ) = 0.

Since R was defined by

R =
mn∑
i=0

Pmn−i (a1, a2, ..., amn−i, b1, b2, ..., bmn−i)T
i,

it is clear that the polynomial R has degree ≤ mn, and that the coefficient of R before
Tmn is

Pmn−mn (a1, a2, ..., amn−mn, b1, b2, ..., bmn−mn) = P0 (a1, a2, ..., a0, b1, b2, ..., b0) = P0 = 1

(here we are using the fact that P0 = 1; this is very easy to see from the definition of
P0). Thus, R is a monic polynomial of degree mn. Hence degR = mn = nm.

So we have found a monic polynomial R ∈ K [T ] such that degR = nm and
R (−αβ) = 0. By the definition of “nm-integral”, this yields that −αβ is nm-integral
over K. This proves Lemma 5.4.S.2.

Now let us finally solve the problem. Let α and β be two elements of L such that
α is n-integral over K and β is m-integral over K. Then, Lemma 5.4.S.2 yields that
−αβ is nm-integral over K. Hence, Lemma 5.4.S.2 (applied to nm, 1, −αβ and −1
instead of n, m, α and β) yields that (−αβ) (−1) is (nm) · 1-integral over K (since −1
is 1-integral over K). In other words, αβ is nm-integral over K. This solves Exercise
5.4.

Exercise 5.5: Detailed solution: (a) Let π be the canonical projection K → K�I.
Then, π is a ring homomorphism, and thus induces a canonical ring homomorphism
π [[T ]] : K [[T ]] → (K�I) [[T ]] (which sends every

∑
i∈N

aiT
i ∈ K [[T ]] to

∑
i∈N

π (ai)T
i ∈

(K�I) [[T ]]). The morphism Λ (π) is merely the restriction of this homomorphism
π [[T ]] to the subset Λ (K) of K [[T ]] (due to the definition of Λ (π)).

Notice that 1 + I [[T ]]+ ⊆ 1 +K [[T ]]+ = Λ (K).
1st step: We have 1 + I [[T ]]+ ⊆ Ker (Λ (π)).
Proof: Let q ∈ 1 + I [[T ]]+. Then, q − 1 ∈ I [[T ]]+ = TI [[T ]] ⊆ I [[T ]]. Thus, we

can write q− 1 in the form q− 1 =
∑
i≥0

riT
i for some sequence (r0, r1, r2, ...) of elements

of I. Consider this (r0, r1, r2, ...). Clearly, ri ∈ I for every i ≥ 0. Thus, π (ri) = 0 for
every i ≥ 0 (because π is the canonical projection K → K�I). Now, by the definition
of π [[T ]], we have

(π [[T ]])

(∑
i≥0

riT
i

)
=
∑
i≥0

π (ri)︸ ︷︷ ︸
=0

T i =
∑
i≥0

0T i = 0.

Since
∑
i≥0

riT
i = q − 1, this rewrites as (π [[T ]]) (q − 1) = 0. Since

(π [[T ]]) (q − 1) = (π [[T ]]) (q)− 1 (since π [[T ]] is a ring homomorphism) ,
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this rewrites as (π [[T ]]) (q) − 1 = 0. That is, (π [[T ]]) (q) = 1. Since Λ (π) is the
restriction of π [[T ]] to the subset Λ (K) of K [[T ]], and since q ∈ Λ (K), we have
(Λ (π)) (q) = (π [[T ]]) (q) = 1, so that q ∈ Ker (Λ (π)) (because the power series 1 ∈
Λ (K�I) is the zero of the ring Λ (K�I)).

Now forget that we fixed q. We thus have proven that every q ∈ 1 + I [[T ]]+ satisfies
q ∈ Ker (Λ (π)). In other words, 1 + I [[T ]]+ ⊆ Ker (Λ (π)). This completes the proof
of the 1st step.

2nd step: We have Ker (Λ (π)) ⊆ 1 + I [[T ]]+.
Proof: Let q ∈ Ker (Λ (π)). Then, q ∈ Λ (K) and (Λ (π)) (q) = 1 (because 1 ∈

Λ (K�I) is the zero of the ring Λ (K�I)).
Since q ∈ Λ (K) ⊆ K [[T ]], we can write q in the form q =

∑
i≥0

qiT
i for some sequence

(q0, q1, q2, ...) of elements of K. Consider this (q0, q1, q2, ...). Then, q0 is the constant
term of the power series q.

Since q ∈ Λ (K) = 1+K [[T ]]+ = {p ∈ K [[T ]] | p is a power series with constant term 1},
we know that q is a power series with constant term 1. In other words, the constant
term of the power series q is 1. Since q0 is the constant term of the power series q, this
yields that q0 = 1.

Since Λ (π) is the restriction of π [[T ]] to the subset Λ (K) of K [[T ]], we have

(Λ (π)) (q) = (π [[T ]]) (q) = (π [[T ]])

(∑
i≥0

qiT
i

) (
since q =

∑
i≥0

qiT
i

)
=
∑
i≥0

π (qi)T
i (by the definition of π [[T ]]) .

Since (Λ (π)) (q) = 1, this rewrites as 1 =
∑
i≥0

π (qi)T
i.

Now, let j be a positive integer. Then, the coefficient of T j on the left hand side
of the equality 1 =

∑
i≥0

π (qi)T
i is 0, while the coefficient of T j on the right hand side

of this equality is π (qj). Since the coefficients of T j on the two sides of an equality
must always be equal, this yields that 0 = π (qj). But π is the canonical projection
K → K�I. Hence, since we have π (qj) = 0, we conclude that qj ∈ I.

Now forget that we fixed j. We thus have shown that qj ∈ I for every positive integer
j. Thus,

∑
j>0

qjT
j ∈ I [[T ]]. Since

∑
j>0

qjT
j is a power series with constant term 0, we

thus have∑
j>0

qjT
j ∈ {p ∈ I [[T ]] | p is a power series with constant term 0} = TI [[T ]] = I [[T ]]+ .

Now,

q =
∑
i≥0

qiT
i =

∑
j≥0

qjT
j = q0︸︷︷︸

=1

T 0︸︷︷︸
=1

+
∑
j>0

qjT
j

︸ ︷︷ ︸
∈I[[T ]]+

∈ 1 + I [[T ]]+ .

Now forget that we fixed q. We thus have proven that every q ∈ Ker (Λ (π)) satisfies
q ∈ 1 + I [[T ]]+. In other words, Ker (Λ (π)) ⊆ 1 + I [[T ]]+. This completes the proof
of the 2nd step.
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3rd step: We have proven that 1 + I [[T ]]+ ⊆ Ker (Λ (π)) and Ker (Λ (π)) ⊆ 1 +
I [[T ]]+. Combining these two relations, we obtain 1 + I [[T ]]+ = Ker (Λ (π)). This
solves Exercise 5.5 (a).

(b) We know that Λ (π) is a λ-ring homomorphism (since π is a ring homomorphism).
Thus, Ker (Λ (π)) is a λ-ideal of Λ (K) (by Theorem 2.3, applied to Λ (K), Λ (K�I)
and Λ (π) instead of

(
K, (λi)i∈N

)
,
(
L, (µi)i∈N

)
and f). Since Ker (Λ (π)) = 1 + I [[T ]]+

(by Exercise 5.5 (a)), this yields that 1 + I [[T ]]+ is a λ-ideal of Λ (K). This solves
Exercise 5.5 (b).

11.6. To Section 6

Exercise 6.1: Hints to solution: Recall that −̂ denotes the subtraction of the ring Λ (K)

(that is, the binary operation on Λ (K) that undoes the addition +̂). Then, p−̂q =
p

q
for any p ∈ Λ (K) and q ∈ Λ (K) (by the definition of the ring structure on Λ (K)).

For every two subsets U and U ′ of Λ (K), let U−̂U ′ denote the subset
{
u−̂u′ | u ∈ U, u′ ∈ U ′

}
of Λ (K). Now,(

1 +K [T ]+
)−1

K [T ]︸ ︷︷ ︸
=

{p
q
| p∈K[T ], q∈1+K[T ]+

}∩ Λ (K)︸ ︷︷ ︸
=1+K[[T ]]+

=

{
p

q
| p ∈ K [T ] , q ∈ 1 +K [T ]+

}
∩
(
1 +K [[T ]]+

)
=

{
p

q
| p ∈ K [T ] , q ∈ 1 +K [T ]+ ,

p

q
∈ 1 +K [[T ]]+

}

=


p

q︸︷︷︸
=p−̂q

| p ∈ 1 +K [T ]+ , q ∈ 1 +K [T ]+

(
because two polynomials p ∈ K [T ] and q ∈ 1 +K [T ]+

satisfy
p

q
∈ 1 +K [[T ]]+ if and only if p ∈ 1 +K [T ]+

)
=
{
p−̂q | p ∈ 1 +K [T ]+ , q ∈ 1 +K [T ]+

}
=
(
1 +K [T ]+

)
−̂
(
1 +K [T ]+

)
.

The subset 1 + K [T ]+ of Λ (K) is closed under the addition +̂, the multiplication ·̂
and the maps λ̂i (according to Theorem 5.3, since 1 + K [T ]+ = Π

(
K int

)
) and con-

tains the zero 1 and the unity 1 + T . Thus, by Exercise 2.2 (applied to Λ (K) and
1 + K [T ]+ instead of K and L), we see that

(
1 +K [T ]+

)
−̂
(
1 +K [T ]+

)
is a sub-λ-

ring of Λ (K). In other words,
(
1 +K [T ]+

)−1
K [T ] ∩ Λ (K) is a sub-λ-ring of Λ (K)

(since
(
1 +K [T ]+

)−1
K [T ] ∩ Λ (K) =

(
1 +K [T ]+

)
−̂
(
1 +K [T ]+

)
). This sub-λ-ring

is clearly special (since Λ (K) is special). This solves Exercise 6.1.
Exercise 6.2: Solution: (a) Consider the map λT defined in Theorem 2.1. Fix some

x ∈ K. Define a map Υ : Z→ K [[T ]] by

Υ (n) = λT (nx) for every n ∈ Z.
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This map Υ is a group homomorphism from the group (Z,+) to the group
(
K [[T ]]× , ·

)
(because every two elements n and m of Z satisfy

Υ (n) ·Υ (m) = λT (nx) · λT (mx) = λT (nx+mx)(
according to the formula λT (x) · λT (y) = λT (x+ y)

given in Theorem 2.1 (b)

)
= λT ((n+m)x) = Υ (n+m) ,

and we have Υ (0) = λT (0x) = λT (0) = 1 by Theorem 2.1 (b)). Thus, Υ (n · 1) =
(Υ (1))n for every n ∈ Z. Since Υ (n · 1) = Υ (n) = λT (nx) and Υ (1) = λT (1x) =
λT (x), this rewrites as λT (nx) = (λT (x))n. Applying this to x = 1K , we obtain

λT (n · 1) = (λT (1))n = (1 + T )n

(since λT (1) = 1 + T , because the λ-ring K is special)

=
∑
i∈N

(
n

i

)
T i (by the binomial formula) .

Comparing this with λT (n · 1) =
∑
i∈N

λi (n · 1)T i, we conclude that
∑
i∈N

λi (n · 1)T i =∑
i∈N

(
n

i

)
T i. Comparing coefficients, we obtain λi (n · 1) =

(
n

i

)
· 1 for every i ∈ N.

(b) Assume, for the sake of contradiction, that m = 0 in K for some positive integer
m. Then, Theorem 2.1 (a) yields

λT (m) = λT

(
1 + 1 + ...+ 1︸ ︷︷ ︸

m times

)
= λT (1) · λT (1) · ... · λT (1)︸ ︷︷ ︸

m times

= (λT (1))m

= (λT (1))m = (1 + T )m = 1 +
m−1∑
i=1

(
m

i

)
T i + Tm (by the binomial formula)

in K [[T ]]. On the other hand, λT (m) = λT (0) = 1. Contradiction (unless K is the
trivial ring).

Exercise 6.3: Hints to solution: Use Exercise 6.4 or the very definition of special
λ-rings together with Exercise 2.1. Do not forget to check that the map λT is well-
defined.

Exercise 6.4: Hints to solution: Repeat the proof of Theorem 6.1, replacing every
appearance of “x ∈ K” by “x ∈ E” and every appearance of “y ∈ K” by “y ∈ E”.
You need the fact that λT is a λ-ring homomorphism if and only if it satisfies the three
conditions

λT (xy) = λT (x) ·̂λT (y) for every x ∈ E and y ∈ E,
λT (1) = 1 + T, and

λT
(
λj (x)

)
= λ̂j (λT (x)) for every j ∈ N and x ∈ E.

This is because the first two of these conditions, together with the preassumptions
that E is a generating set of K as a Z-module and that λT is an additive group
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homomorphism, are equivalent to claiming that λT is a ring homomorphism; and the
third condition then makes λT a λ-ring homomorphism (according to Exercise 2.1 (b)).

Exercise 6.5: Hints to solution: First, the mapping coeffi : Λ (K)→ K is continuous
(with respect to the (T )-topology on Λ (K) and any arbitrary topology on K), and the

operation λ̂i is continuous as well (by Theorem 5.5 (d)); besides, the subset 1+K [T ]+

of 1 + K [[T ]]+ = Λ (K) is dense (by Theorem 5.5 (a)). Hence, in order to prove that

coeffi (u) = coeff1

(
λ̂i (u)

)
for every u ∈ Λ (K), it is enough to verify that coeffi (u) =

coeff1

(
λ̂i (u)

)
for every u ∈ 1+K [T ]+. 89 So let us assume that u ∈ 1+K [T ]+. Then,

there exist some
(
K̃u, [u1, u2, ..., um]

)
∈ K int such that u = Π

(
K̃u, [u1, u2, ..., um]

)
.

Consider this
(
K̃u, [u1, u2, ..., um]

)
. Then,

u = Π
(
K̃, [u1, u2, ..., um]

)
=

m∏
i=1

(1 + uiT ) =
∑
i∈N

 ∑
K⊆{1,2,...,m};
|K|=i

∏
k∈K

uk

 · T i
(

by Exercise 4.2 (b), applied to A = K̃ [[T ]] , αi = ui and t = T
)

=
∑
i∈N

 ∑
K∈Pi({1,2,...,m})

∏
k∈K

uk

 · T i
and therefore coeffi u =

∑
K∈Pi({1,2,...,m})

∏
k∈K

uk. On the other hand, Theorem 5.3 (d)

yields

λ̂i (u) = Π

(
K̃u,

[∏
k∈K

uk | K ∈ Pi ({1, 2, ...,m})

])

=
∏

K∈Pi({1,2,...,m})

(
1 +

∏
k∈K

ukT

)
= 1 +

∑
K∈Pi({1,2,...,m})

∏
k∈K

uk · T + (higher powers of T ) ,

so that
coeff1

(
λ̂i (u)

)
=

∑
K∈Pi({1,2,...,m})

∏
k∈K

uk.

Comparing with coeffi u =
∑

K∈Pi({1,2,...,m})

∏
k∈K

uk, we get coeffi (u) = coeff1

(
λ̂i (u)

)
,

qed.
Exercise 6.6: Hints to solution: Consider the maps λ̂i : Λ (K) → Λ (K) that we

have defined in Section 5. Theorem 5.1 (b) yields that
(

Λ (K) ,
(
λ̂i
)
i∈N

)
is a λ-ring.

Since
(
K, (λi)i∈N

)
is a special λ-ring, the map λT : K → Λ (K) defined in Theorem 5.6

is a λ-ring homomorphism. Also, we know that the ring homomorphism ϕ : K → A

89At this point, we are slightly cheating: This argument works only if the topological space K is
Hausdorff. Thus we are not completely free in choosing the topology on K. However, there are
still enough Hausdorff topologies on K (for example, the discrete topology) to choose from - the
argument works if we take any of them.
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induces a λ-ring homomorphism Λ (ϕ) : Λ (K) → Λ (A). Now, consider the composed
λ-ring homomorphism Λ (ϕ) ◦ λT : K → Λ (A).

1st Step: We claim that coeffA1 ◦Λ (ϕ) ◦ λT = ϕ.
Proof. Define a mapping coeffi : Λ (K) → K for every i ∈ N as in Exercise 6.5.

Then, coeffA1 ◦Λ (ϕ) = ϕ ◦ coeff1 (by the definition of Λ (ϕ)) and coeff1 ◦λT = idK
(by Theorem 8.2). Thus, coeffA1 ◦Λ (ϕ)︸ ︷︷ ︸

=ϕ◦coeff1

◦λT = ϕ ◦ coeff1 ◦λT︸ ︷︷ ︸
=idK

= ϕ, and the 1st Step is

proven.
2nd Step: We claim that if ϕ̃ : K → Λ (A) is a λ-ring homomorphism such that

coeffA1 ◦ϕ̃ = ϕ, then ϕ̃ = Λ (ϕ) ◦ λT .

Proof. For every i ∈ N, define a mapping coeffAi : Λ (A)→ A by coeffAi

(∑
j∈N

ajT
j

)
=

ai for every
∑
j∈N

ajT
j ∈ Λ (A) (with aj ∈ A for every j ∈ N). (In other words, coeffAi

is the mapping that takes a power series and returns its coefficient before T i.) Then,

Exercise 6.5 (applied to the ring A instead of K) yields coeffAi = coeffA1 ◦λ̂iA. Hence,

coeffAi ◦ϕ̃ = coeffA1 ◦ λ̂iA ◦ ϕ̃︸ ︷︷ ︸
=ϕ̃◦λi,

since ϕ̃ is a
λ-ring

homomorphism

= coeffA1 ◦ϕ̃︸ ︷︷ ︸
=ϕ

◦λi = ϕ ◦ λi.

But on the other hand,

coeffAi ◦Λ (ϕ)︸ ︷︷ ︸
=ϕ◦coeffi by the
definition of Λ(ϕ)

◦λT = ϕ ◦ coeffi ◦λT︸ ︷︷ ︸
=λi, by the

definition of λT

= ϕ ◦ λi.

Therefore, coeffAi ◦ϕ̃ = coeffAi ◦Λ (ϕ) ◦ λT for every i ∈ N. Thus,
(
coeffAi ◦ϕ̃

)
(u) =(

coeffAi ◦Λ (ϕ) ◦ λT
)

(u) for every i ∈ N for every u ∈ K. In other words, for every
u ∈ K and for every i ∈ N, the power series ϕ̃ (u) ∈ Λ (A) and (Λ (ϕ) ◦ λT ) (u) have
the same coefficient before T i. Since this holds for all i ∈ N at the same time, this
simply means that for every u ∈ K, the power series ϕ̃ (u) ∈ Λ (A) and (Λ (ϕ) ◦ λT ) (u)
are equal. In other words, ϕ̃ = Λ (ϕ) ◦ λT , and thus the 2nd Step is proven.

Together, the 1st and the 2nd Steps yield the assertion of Exercise 6.6 (in fact, the
1st Step yields the existence of a λ-ring homomorphism ϕ̃ : K → Λ (A) such that
coeffA1 ◦ϕ̃ = ϕ, namely the homomorphism Λ (ϕ) ◦ λT , and the 2nd Step proves that
this is the only such homomorphism).

Exercise 6.7: Solution: Let t ∈ I. Since S generates the ideal I, there exists some
r ∈ N, some elements s1, s2, ..., sr of S, and some elements a1, a2, ..., ar of K such

that t =
r∑
j=1

ajsj. Consider this r, these s1, s2, ..., sr and these a1, a2, ..., ar.

Consider the map λT : K → Λ (K) defined in Theorem 5.6. Since K is a special λ-
ring, this map λT is a λ-ring homomorphism. In particular, λT is a ring homomorphism.

Consider the set 1 + I [[T ]]+ defined in Exercise 5.5. By Exercise 5.5 (b), this set
1 + I [[T ]]+ is a λ-ideal of Λ (K), thus also an ideal of Λ (K).
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Now, for every j ∈ {1, 2, ..., r}, we have λT (sj) ∈ 1 + I [[T ]]+. 90 But since

t =
r∑
j=1

ajsj, we have

λT (t) = λT

(
r∑
j=1

ajsj

)
=

r̂∑
j=1

λT (aj) ·̂ λT (sj)︸ ︷︷ ︸
∈1+I[[T ]]+

(since λT : K → Λ (K) is a ring homomorphism)

∈
r̂∑
j=1

λT (aj) ·̂
(
1 + I [[T ]]+

)
⊆ 1 + I [[T ]]+

(since 1 + I [[T ]]+ is an ideal of Λ (K)). In other words, λT (t)− 1 ∈ I [[T ]]+ ⊆ I [[T ]].
Thus, λT (t)− 1 is a power series with all its coefficients lying in I.

By the definition of λT , we have λT (t) =
∑
i∈N

λi (t)T i. Thus, (the coefficient before T i in λT (t)) =

λi (t) for every i ∈ N.
Now, let i be a positive integer. Then, (the coefficient before T i in λT (t)− 1) ∈ I

(because λT (t)− 1 is a power series with all its coefficients lying in I). In view of(
the coefficient before T i in λT (t)− 1

)
=
(
the coefficient before T i in λT (t)

)︸ ︷︷ ︸
=λi(t)

−
(
the coefficient before T i in 1

)︸ ︷︷ ︸
=0

(since i is positive)

= λi (t) ,

this rewrites as λi (t) ∈ I.
Now, forget that we fixed t and i. We thus have proven that every t ∈ I and every

positive integer i satisfy λi (t) ∈ I. But due to the definition of a λ-ideal, this means
precisely that I is a λ-ideal of K.

Thus, we have proven that I is a λ-ideal of K. Exercise 6.7 is solved.
Exercise 6.8: Detailed solution: (a) For every i ∈ N, the map Coeffi : K [[T ]] → K

is a K-linear map (for obvious reasons). In particular, Coeff0 is a K-linear map. Now
let us show that Coeff0 is a K-algebra homomorphism.

90Proof. Let j ∈ {1, 2, ..., r}. By the definition of λT , we have

λT (sj) =
∑
i∈N

λi (sj)T
i = λ0 (sj)︸ ︷︷ ︸

=1
(since λ0(x)=1
for every x∈K)

T 0︸︷︷︸
=1

+
∑
i>0

λi (sj)T
i = 1 +

∑
i>0

λi (sj)T
i.

Now, we have assumed that every s ∈ S and every positive integer i satisfy λi (s) ∈ I. Applied
to s = sj , this yields that every positive integer i satisfies λi (sj) ∈ I. Thus,

∑
i>0

λi (sj)T
i ∈ I [[T ]].

Since
∑
i>0

λi (sj)T
i is a power series with constant term 0, we thus have

∑
i>0

λi (sj)T
i ∈ {p ∈ I [[T ]] | p is a power series with constant term 0} = TI [[T ]] = I [[T ]]

+
.

Now, λT (sj) = 1 +
∑
i>0

λi (sj)T
i

︸ ︷︷ ︸
∈I[[T ]]+

∈ 1 + I [[T ]]
+

, qed.
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The unity of the ring K [[T ]] is 1. Hence, Coeff0 sends the unity of the ring K [[T ]]
to Coeff0 (1) = 1, which is the unity of K.

Let ϕ ∈ K [[T ]] and ψ ∈ K [[T ]] be two power series. Then, by the definition of the
product of two power series, we have

Coeffn (ϕψ) =
n∑
k=0

Coeffk ϕ · Coeffn−k ψ for every n ∈ N. (87)

Applied to n = 0, this yields

Coeff0 (ϕψ) =
0∑

k=0

Coeffk ϕ · Coeff0−k ψ = Coeff0 ϕ · Coeff0 ψ.

This yields that Coeff0 is a K-algebra homomorphism from K [[T ]] to K (because we
also know that Coeff0 is a K-linear map and sends the unity of the ring K [[T ]] to the

unity of K). Hence, Coeff0

(
m∏
i=1

Φi

)
=

m∏
i=1

Coeff0 (Φi). This solves Exercise 6.8 (a).

(b) Exercise 6.8 (a) yields Coeff0

(
m∏
i=1

Φi

)
=

m∏
i=1

Coeff0 (Φi)︸ ︷︷ ︸
=1

=
m∏
i=1

1 = 1.

Now let us prove that every µ ∈ {0, 1, ...,m} satisfies

Coeff1

(
µ∏
i=1

Φi

)
=

µ∑
i=1

Coeff1 (Φi) . (88)

Proof of (88). We will prove (88) by induction over µ:

Induction base: If µ = 0, then
µ∏
i=1

Φi = (empty product) = 1 and thus Coeff1

(
µ∏
i=1

Φi

)
=

Coeff1 1 = 0, which rewrites as Coeff1

(
µ∏
i=1

Φi

)
=

µ∑
i=1

Coeff1 (Φi) (because for µ = 0

we also have
µ∑
i=1

Coeff1 (Φi) = (empty sum) = 0). Thus, (88) holds for µ = 0. The

induction base is thus complete.
Induction step: Let M ∈ {0, 1, ...,m− 1} be such that (88) holds for µ = M . We

must prove that (88) holds for µ = M + 1 as well.

Since (88) holds for µ = M , we have Coeff1

(
M∏
i=1

Φi

)
=

M∑
i=1

Coeff1 (Φi). Let ϕ =
M∏
i=1

Φi

and ψ = ΦM+1. Then, ϕψ =

(
M∏
i=1

Φi

)
ΦM+1 =

M+1∏
i=1

Φi. Since ϕ =
M∏
i=1

Φi, we have

Coeff0 ϕ = Coeff0

(
M∏
i=1

Φi

)

=
M∏
i=1

Coeff0 (Φi)︸ ︷︷ ︸
=1

(since Coeff0 is a K-algebra homomorphism)

=
M∏
i=1

1 = 1
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and

Coeff1 ϕ = Coeff1

(
M∏
i=1

Φi

)
=

M∑
i=1

Coeff1 (Φi) .

Since ψ = ΦM+1, we have Coeff0 ψ = Coeff0 (ΦM+1) = 1 (because Coeff0 (Φi) = 1 for
every i ∈ {1, 2, ...,m}). On the other hand, (87) (applied to n = 1) yields

Coeff1 (ϕψ) =
1∑

k=0

Coeffk ϕ · Coeff1−k ψ = Coeff0 ϕ︸ ︷︷ ︸
=1

·Coeff1 ψ︸︷︷︸
=ΦM+1

+ Coeff1 ϕ︸ ︷︷ ︸
=
M∑
i=1

Coeff1(Φi)

·Coeff0 ψ︸ ︷︷ ︸
=1

= 1 · Coeff1 (ΦM+1) +
M∑
i=1

Coeff1 (Φi) · 1

= Coeff1 (ΦM+1) +
M∑
i=1

Coeff1 (Φi) =
M+1∑
i=1

Coeff1 (Φi) .

Since ϕψ =
M+1∏
i=1

Φi, this rewrites as Coeff1

(
M+1∏
i=1

Φi

)
=

M+1∑
i=1

Coeff1 (Φi). In other

words, (88) holds for µ = M + 1. This completes the induction step.

We have thus proven (88) by induction. Applying (88) to µ = m, we get Coeff1

(
m∏
i=1

Φi

)
=

m∑
i=1

Coeff1 (Φi). This concludes the solution of Exercise 6.8 (b).

Exercise 6.9: Hints to solution: Use the fact that u+̂v = uv, the definition of ·̂ and
the fact that P1 = α1 · β1.

Detailed solution: We need to prove that coeff1 : Λ (K) → K is a ring homomor-
phism. In order to prove this, we must verify that

coeff1 (1) = 0; (89)

coeff1

(
u+̂v

)
= coeff1 u+ coeff1 v for every u ∈ Λ (K) and v ∈ Λ (K) ; (90)

coeff1 (1 + T ) = 1; (91)

coeff1 (û·v) = coeff1 u · coeff1 v for every u ∈ Λ (K) and v ∈ Λ (K) . (92)

The equations (89) and (91) are immediately obvious. It thus remains to prove (90)
and (92).

Proof of (90): For every i ∈ N, we define a mapping Coeffi : K [[T ]] → K as in
Exercise 6.8. Then, clearly,

coeffi P = Coeffi P for every P ∈ Λ (K) and i ∈ N. (93)

Let u ∈ Λ (K) and v ∈ Λ (K). The definition of the addition +̂ yields u+̂v = uv.
Now, u ∈ Λ (K), so that u is a power series with constant term 1. Hence, Coeff0 u = 1.
Similarly, Coeff0 v = 1. But the definition of the product of two power series yields

Coeffn (uv) =
n∑
k=0

Coeffk u · Coeffn−k v for every n ∈ N.
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Applying this to n = 1, we obtain

Coeff1 (uv) =
1∑

k=0

Coeffk u · Coeff1−k v

= Coeff0 u︸ ︷︷ ︸
=1

·Coeff1 v + Coeff1 u · Coeff0 v︸ ︷︷ ︸
=1

= Coeff1 v + Coeff1 u = Coeff1 u︸ ︷︷ ︸
=coeff1 u

(by (93), applied
to P=u and i=1)

+ Coeff1 v︸ ︷︷ ︸
=coeff1 v

(by (93), applied
to P=v and i=1)

= coeff1 u+ coeff1 v.

Now, (93) (applied to P = uv and i = 1) yields coeff1 (uv) = Coeff1 (uv) = coeff1 u +
coeff1 v. Since u+̂v = uv, this rewrites as coeff1

(
u+̂v

)
= coeff1 u + coeff1 v. This

proves (90).
Proof of (92): Theorem 4.3 (b) (applied to n = 1 and m = 1) shows that∏

(i,j)∈{1}×{1}

(1 + UiVjT ) =
∑
k∈N

Pk (X1, X2, . . . , Xk, Y1, Y2, . . . , Yk)T
k

in the polynomial ring (Z [U1, V1]) [T ]. Hence,∑
k∈N

Pk (X1, X2, . . . , Xk, Y1, Y2, . . . , Yk)T
k =

∏
(i,j)∈{1}×{1}

(1 + UiVjT ) = 1 + U1V1T.

Comparing coefficients before T 1 on both sides of this equality, we obtain P1 (X1, Y1) =
U1V1. But we are working in Z [U1, V1]; hence, X1 = U1 and Y1 = V1. Thus,

P1

 X1︸︷︷︸
=U1

, Y1︸︷︷︸
=V1

 = P1 (U1, V1), so that P1 (U1, V1) = P1 (X1, Y1) = U1V1. Since U1

and V1 are algebraically independent, this yields P1 = α1β1.
Now, write the formal power series u ∈ Λ (K) ⊆ K [[T ]] in the form u =

∑
i∈N aiT

i

(with ai ∈ K). Hence, coeff1 u = a1.
Also, write the formal power series v ∈ Λ (K) ⊆ K [[T ]] in the form v =

∑
i∈N biT

i

(with bi ∈ K). Thus, coeff1 v = b1.
From u =

∑
i∈N aiT

i and v =
∑

i∈N biT
i, we obtain

û·v =

(∑
i∈N

aiT
i

)
·̂

(∑
i∈N

biT
i

)
=
∑
k∈N

Pk (a1, a2, ..., ak, b1, b2, ..., bk)T
k

(by the definition of the operation ·̂) .

Hence, coeff1 (û·v) = P1 (a1, b1) = a1b1 (since P1 = α1β1). In view of coeff1 u = a1 and
coeff1 v = b1, this rewrites as coeff1 (û·v) = coeff1 u · coeff1 v. This proves (92).

Now, all of the equalities (89), (90), (91) and (92) are proven. This completes the
solution of Exercise 6.9.

Exercise 6.10: Solution: (a) Define a map η : A×B → C by

(η (a, b) = α (a) β (b) for every (a, b) ∈ A×B) .
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This map η is Z-bilinear (since the maps α and β are Z-linear). Thus, the universal
property of the tensor product A ⊗ B shows that there exists a unique Z-module
homomorphism φ : A⊗B → C satisfying

(φ (a⊗ b) = η (a, b) for every (a, b) ∈ A×B) .

Since η (a, b) = α (a)⊗β (b) for every (a, b) ∈ A×B, this statement rewrites as follows:
There exists a unique Z-module homomorphism φ : A⊗B → C satisfying

(φ (a⊗ b) = α (a) β (b) for every (a, b) ∈ A×B) .

This solves Exercise 6.10 (a).
(b) We have

φ (a⊗ b) = α (a) β (b) for every (a, b) ∈ A×B (94)

(according to the definition of φ). Applying this to (a, b) = (1, 1), we obtain

φ (1⊗ 1) = α (1)︸︷︷︸
=1

(since α is a ring
homomorphism)

β (1)︸︷︷︸
=1

(since β is a ring
homomorphism)

= 1.

In other words, the map φ sends the unity 1⊗ 1 of A⊗B to the unity 1 of C.
Next, we claim that

φ (x)φ (y) = φ (xy) (95)

for every x ∈ A⊗B and y ∈ A⊗B.
Proof of (95): Let x ∈ A ⊗ B and y ∈ A ⊗ B. We need to prove the equality (95).

Since this equality is Z-linear in each of x and y, we can WLOG assume that x and y
are pure tensors (since the Z-module A⊗B is spanned by pure tensors). Assume this.
Thus, x = a⊗ b and y = a′ ⊗ b′ for some (a, b) ∈ A×B and (a′, b′) ∈ A×B. Consider
these (a, b) and (a′, b′).

Multiplying the equalities x = a⊗b and y = a′⊗b′, we obtain xy = (a⊗ b) (a′ ⊗ b′) =
aa′ ⊗ bb′. Applying the map φ to both sides of this equality, we find

φ (xy) = φ (aa′ ⊗ bb′)

= α (aa′)︸ ︷︷ ︸
=α(a)α(a′)

(since α is a ring
homomorphism)

β (bb′)︸ ︷︷ ︸
=β(b)β(b′)

(since β is a ring
homomorphism)

(
by (94), applied to (aa′, bb′)

instead of (a, b)

)

= α (a)α (a′) β (b) β (b′) = α (a) β (b)α (a′) β (b′) .

Comparing this with

φ

 x︸︷︷︸
=a⊗b

φ

 y︸︷︷︸
=a′⊗b′

 = φ (a⊗ b)︸ ︷︷ ︸
=α(a)β(b)
(by (94))

φ (a′ ⊗ b′)︸ ︷︷ ︸
=α(a′)β(b′)

(by (94), applied to
(a′,b′) instead of (a,b))

= α (a) β (b)α (a′) β (b′) ,

we obtain φ (x)φ (y) = φ (xy). Thus, (95) is proven.

183



Now, we know that the map φ is Z-linear, sends the unity 1 ⊗ 1 of A ⊗ B to the
unity 1 of C, and satisfies (95) for every x ∈ A⊗B and y ∈ A⊗B. In other words, φ
is a Z-algebra homomorphism. In other words, φ is a ring homomorphism.

Every a ∈ A satisfies

(φ ◦ ι1) (a) = φ

 ι1 (a)︸ ︷︷ ︸
=a⊗1

(by the definition of ι1)

 = φ (a⊗ 1) = α (a) β (1)︸︷︷︸
=1

(since β is a ring
homomorphism)

(by (94), applied to (a, 1) instead of (a, b))

= α (a) .

In other words, φ◦ι1 = α. Similarly, φ◦ι2 = β. This completes the solution of Exercise
6.10 (b).

Exercise 6.11: Solution: The definition of τT shows that τT : A⊗B → Λ (A⊗B) is
a Z-module homomorphism satisfying(

τT (a⊗ b) = (Λ (ι1) ◦ λT ) (a) ·̂ (Λ (ι2) ◦ µT ) (b)
for every (a, b) ∈ A×B

)
. (96)

For every i ∈ N and every ring K, we define a mapping coeffi : K [[T ]] → K as in
Exercise 6.5. For every two rings K and L, every ring homomorphism f : K → L and
every i ∈ N, we have

coeffi ◦Λ (f) = f ◦ coeffi (97)

91. (This follows from the definition of Λ (f).)
For every ring two rings K and L, every ring homomorphism f : K → L and every

P ∈ Λ (K), we have
(Λ (f)) (P ) = (f [[T ]]) (P ) . (98)

(This follows from the fact that the definitions of the maps Λ (f) and f [[T ]] are iden-
tical, except for the different domains.)

For every c ∈ A⊗B and i ∈ N, we have defined τ i (c) as the coefficient of the power
series τT (c) ∈ Λ (A⊗B) ⊆ (A⊗B) [[T ]] before T i. In other words, for every c ∈ A⊗B
and i ∈ N, we have

τ i (c) = coeffi (τT (c)) . (99)

Thus,
τ i = coeffi ◦τT for each i ∈ N (100)

91In other words, the diagram

Λ (K)
Λ(f)

//

coeffi

��

Λ (L)

coeffi

��

K
f

// L

is commutative.
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92.
For every x ∈ A⊗B, we have

τT (x) =
∑
i∈N

τ i (x)T i (101)

93.
(a) We have

τ 0 (x) = 1 for every x ∈ A⊗B (102)

94. Also,
τ 1 (x) = x for every x ∈ A⊗B (103)

95. Thus, Theorem 2.1 (a) (applied to A⊗B, (τ i)i∈N and τT instead of K, (λi)i∈N and
λT ) shows that we have

τT (x) · τT (y) = τT (x+ y) for every x ∈ A⊗B and y ∈ A⊗B (104)

if and only if
(
A⊗B, (τ i)i∈N

)
is a λ-ring. Thus,

(
A⊗B, (τ i)i∈N

)
is a λ-ring (because

92Proof of (100): Let i ∈ N. Then, every c ∈ A⊗B satisfies

τ i (c) = coeffi (τT (c)) (by (99))

= (coeffi ◦τT ) (c) .

In other words, τ i = coeffi ◦τT . This proves (100).
93Proof of (101): Let x ∈ A ⊗ B. Recall that for every c ∈ A ⊗ B and i ∈ N, the coefficient of the

power series τT (c) ∈ Λ (A⊗B) ⊆ (A⊗B) [[T ]] before T i is τ i (c). Applying this to c = x, we
conclude that for every i ∈ N, the coefficient of the power series τT (x) ∈ Λ (A⊗B) ⊆ (A⊗B) [[T ]]
before T i is τ i (x). Hence, τT (x) =

∑
i∈N τ

i (x)T i. This proves (101).
94Proof of (102): Let x ∈ A⊗B. Then, τT (x) ∈ Λ (A⊗B) (since τT is a map A⊗B → Λ (A⊗B)).

Hence, τT (x) is a power series in (A⊗B) [[T ]] with constant term 1 (since Λ (A⊗B) is the set of
all such power series). Hence, the constant term of τT (x) is 1. In other words, coeff0 (τT (x)) = 1.
But (99) (applied to c = x and i = 0) yields τ0 (x) = coeff0 (τT (x)) = 1. This proves (102).

95Proof of (103): We have τ1 = coeff1 ◦τT (by (100), applied to i = 1).
Exercise 6.5 (applied to K = A ⊗ B) shows that coeff1 : Λ (A⊗B) → A ⊗ B is a ring

homomorphism. Hence, coeff1 : Λ (A⊗B) → A ⊗ B is a Z-module homomorphism. Thus,
coeff1 ◦τT : A⊗B → A⊗B is a Z-module homomorphism (since both coeff1 and τT are Z-module
homomorphisms). In other words, τ1 : A ⊗ B → A ⊗ B is a Z-module homomorphism (since
τ1 = coeff1 ◦τT ).
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(104) holds96). This solves Exercise 6.11 (a).
(b) Let

(
C, (νi)i∈N

)
be a special λ-ring. Let α :

(
A, (λi)i∈N

)
→
(
C, (νi)i∈N

)
and

β :
(
B, (µi)i∈N

)
→
(
C, (νi)i∈N

)
be two λ-ring homomorphisms. Consider the unique

Z-module homomorphism φ : A ⊗ B → C constructed in Exercise 6.10 (a). The
definition of φ shows that

(φ (a⊗ b) = α (a) β (b) for every (a, b) ∈ A×B) . (105)

Moreover, Exercise 6.10 (b) shows that this φ is a ring homomorphism and satisfies

Every (a, b) ∈ A×B satisfies

τ1 (a⊗ b) = coeff1

 τT (a⊗ b)︸ ︷︷ ︸
=(Λ(ι1)◦λT )(a)̂·(Λ(ι2)◦µT )(b)

(by (96))


(

by (99), applied to c = a⊗ b
and i = 1

)

= coeff1 ((Λ (ι1) ◦ λT ) (a) ·̂ (Λ (ι2) ◦ µT ) (b))

= coeff1 ((Λ (ι1) ◦ λT ) (a))︸ ︷︷ ︸
=(coeff1 ◦Λ(ι1))(λT (a))

· coeff1 ((Λ (ι2) ◦ µT ) (b))︸ ︷︷ ︸
=(coeff1 ◦Λ(ι2))(µT (b))

(since coeff1 : Λ (A⊗B)→ A⊗B is a ring homomorphism)

= (coeff1 ◦Λ (ι1))︸ ︷︷ ︸
=ι1◦coeff1

(by (97), applied to K=A, L=A⊗B,
f=ι1 and i=1)

(λT (a)) · (coeff1 ◦Λ (ι2))︸ ︷︷ ︸
=ι2◦coeff1

(by (97), applied to K=B, L=A⊗B,
f=ι2 and i=1)

(µT (b))

= (ι1 ◦ coeff1) (λT (a))︸ ︷︷ ︸
=ι1(coeff1(λT (a)))

· (ι2 ◦ coeff1) (µT (b))︸ ︷︷ ︸
=ι2(coeff1(µT (b)))

= ι1


coeff1 (λT (a))︸ ︷︷ ︸

=λ1(a)

(since λT (a)=
∑
i∈N

λi(a)T i

(by the definition of λT ))


· ι2


coeff1 (µT (b))︸ ︷︷ ︸

=µ1(b)

(since µT (b)=
∑
i∈N

µi(b)T i

(by the definition of µT ))



= ι1


λ1 (a)︸ ︷︷ ︸

=a

(since
(
A,(λi)

i∈N

)
is a λ-ring)


· ι2


µ1 (b)︸ ︷︷ ︸

=b

(since
(
B,(µi)

i∈N

)
is a λ-ring)


= ι1 (a)︸ ︷︷ ︸

=a⊗1
(by the definition

of ι1)

· ι2 (b)︸ ︷︷ ︸
=1⊗b

(by the definition
of ι2)

= (a⊗ 1) · (1⊗ b) = a⊗ b = id (a⊗ b) .

In other words, the two maps τ1 : A ⊗ B → A ⊗ B and id : A ⊗ B → A ⊗ B are equal to each
other on each pure tensor. Since these two maps are Z-module homomorphisms, this entails that
these two maps must be identical (because the pure tensors span the Z-module A⊗ B). In other
words, τ1 = id. In other words, τ1 (x) = x for every x ∈ A⊗B. This proves (103).

96Proof of (104): Let x ∈ A⊗B and y ∈ A⊗B. Recall that the addition +̂ of the ring Λ (A⊗B) is
defined by the rule that u+̂v = uv for all u ∈ Λ (A⊗B) and v ∈ Λ (A⊗B). Applying this rule to
u = τT (x) and v = τT (y), we obtain τT (x) +̂τT (y) = τT (x) · τT (y). Thus,

τT (x) · τT (y) = τT (x) +̂τT (y) = τT (x+ y)

(since the map τT is a Z-module homomorphism). This proves (104).
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φ ◦ ι1 = α and φ ◦ ι2 = β. Since φ : A ⊗ B → C is a ring homomorphism, we
see that Λ (φ) : Λ (A⊗B) → Λ (C) is a λ-ring homomorphism and therefore a ring
homomorphism.

Since Λ is a functor, we have Λ (φ)◦Λ (ι1) = Λ

φ ◦ ι1︸ ︷︷ ︸
=α

 = Λ (α) and Λ (φ)◦Λ (ι2) =

Λ

φ ◦ ι2︸ ︷︷ ︸
=β

 = Λ (β).

Define a map νT : C → Λ (C) by

νT (x) =
∑
i∈N

νi (x)T i for every x ∈ C.

Notice that
(
C, (νi)i∈N

)
is a special λ-ring if and only if the map νT :

(
C, (νi)i∈N

)
→(

Λ (C) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism (by the definition of a “special λ-ring”).

Thus, the map νT :
(
C, (νi)i∈N

)
→
(

Λ (C) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism (since(

C, (νi)i∈N
)

is a special λ-ring). In particular, νT is a ring homomorphism, and thus
is a Z-module homomorphism. Thus, all four maps τT , φ, νT and Λ (φ) are Z-module
homomorphisms. Hence, the compositions Λ (φ) ◦ τT and νT ◦ φ are Z-module homo-
morphisms as well.

Theorem 2.1 (c) (applied to
(
A, (λi)i∈N

)
, λT ,

(
C, (νi)i∈N

)
, νT and α instead of(

K, (λi)i∈N
)
, λT ,

(
L, (µi)i∈N

)
, µT and f) shows that α is a λ-ring homomorphism if

and only if νT ◦ α = α [[T ]] ◦ λT . Since α is a λ-ring homomorphism, we therefore
conclude that

νT ◦ α = α [[T ]] ◦ λT . (106)

Similarly, using the fact that β is a λ-ring homomorphism, we can prove that

νT ◦ β = β [[T ]] ◦ µT . (107)

Now, we shall prove that the diagram

A⊗B φ
//

τT
��

C

νT
��

Λ (A⊗B)
Λ(φ)

// Λ (C)

(108)

is commutative.
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Indeed, every (a, b) ∈ A×B satisfies

(Λ (φ) ◦ τT ) (a⊗ b)

= (Λ (φ))

 τT (a⊗ b)︸ ︷︷ ︸
=(Λ(ι1)◦λT )(a)̂·(Λ(ι2)◦µT )(b)

(by (96))


= (Λ (φ)) ((Λ (ι1) ◦ λT ) (a) ·̂ (Λ (ι2) ◦ µT ) (b))

= (Λ (φ)) ((Λ (ι1) ◦ λT ) (a))︸ ︷︷ ︸
=(Λ(φ)◦Λ(ι1)◦λT )(a)

·̂ (Λ (φ)) ((Λ (ι2) ◦ µT ) (b))︸ ︷︷ ︸
=(Λ(φ)◦Λ(ι2)◦µT )(b)

(since Λ (φ) is a ring homomorphism)

=

Λ (φ) ◦ Λ (ι1)︸ ︷︷ ︸
=Λ(α)

◦λT

 (a) ·̂

Λ (φ) ◦ Λ (ι2)︸ ︷︷ ︸
=Λ(β)

◦µT

 (b)

= (Λ (α) ◦ λT ) (a)︸ ︷︷ ︸
=(Λ(α))(λT (a))
=(α[[T ]])(λT (a))

(by (98), applied to
K=A, L=C, f=α and P=λT (a))

·̂ (Λ (β) ◦ µT ) (b)︸ ︷︷ ︸
=(Λ(β))(µT (b))
=(β[[T ]])(µT (b))

(by (98), applied to
K=B, L=C, f=β and P=µT (b))

= (α [[T ]]) (λT (a))︸ ︷︷ ︸
=(α[[T ]]◦λT )(a)

·̂ (β [[T ]]) (µT (b))︸ ︷︷ ︸
=(β[[T ]]◦µT )(b)

= (α [[T ]] ◦ λT )︸ ︷︷ ︸
=νT ◦α

(by (106))

(a) ·̂ (β [[T ]] ◦ µT )︸ ︷︷ ︸
=νT ◦β

(by (107))

(b)

= (νT ◦ α) (a)︸ ︷︷ ︸
=νT (α(a))

·̂ (νT ◦ β) (b)︸ ︷︷ ︸
=νT (β(b))

= νT (α (a)) ·̂νT (β (b))

= νT

α (a) β (b)︸ ︷︷ ︸
=φ(a⊗b)

(by (105))

 (since νT : C → Λ (C) is a ring homomorphism)

= νT (φ (a⊗ b)) = (νT ◦ φ) (a⊗ b) .

In other words, the two maps Λ (φ)◦ τT and νT ◦φ are equal to each other on each pure
tensor in A⊗B. Since these two maps are Z-module homomorphisms, this entails that
these two maps must be identical (since the Z-module A ⊗ B is spanned by the pure
tensors). In other words, Λ (φ) ◦ τT = νT ◦ φ. This proves that the diagram (108) is
commutative.

From this, it is easy to see that

νT ◦ φ = φ [[T ]] ◦ τT
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97.
Now, Theorem 2.1 (c) (applied to

(
A⊗B, (τ i)i∈N

)
, τT ,

(
C, (νi)i∈N

)
, νT and φ instead

of
(
K, (λi)i∈N

)
, λT ,

(
L, (µi)i∈N

)
, µT and f) shows that φ is a λ-ring homomorphism if

and only if νT ◦φ = φ [[T ]] ◦ τT . Therefore, φ is a λ-ring homomorphism (since we have
νT ◦ φ = φ [[T ]] ◦ τT ). This solves Exercise 6.11 (b).

(c) Assume that the λ-rings
(
A, (λi)i∈N

)
and

(
B, (µi)i∈N

)
are special. Notice that(

A, (λi)i∈N
)

is a special λ-ring if and only if the map λT :
(
A, (λi)i∈N

)
→
(

Λ (A) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism (by the definition of a “special λ-ring”). Thus, the map

λT :
(
A, (λi)i∈N

)
→
(

Λ (A) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism (since

(
A, (λi)i∈N

)
is

a special λ-ring). In particular, λT is a ring homomorphism. Hence, λT sends the unity
1 of the ring A to the unity 1 + T of the ring Λ (A). In other words, λT (1) = 1 + T .
Similarly, µT (1) = 1 + T (because the λ-ring

(
B, (µi)i∈N

)
is special).

But ι2 is a ring homomorphism, and thus Λ (ι2) is a λ-ring homomorphism. Hence,
Λ (ι2) is a ring homomorphism. Thus, Λ (ι2) sends the unity 1 +T of the ring Λ (B) to
the unity 1 + T of the ring Λ (A⊗B). In other words, (Λ (ι2)) (1 + T ) = 1 + T . Now,

(Λ (ι2) ◦ µT ) (1) = (Λ (ι2))

µT (1)︸ ︷︷ ︸
=1+T

 = (Λ (ι2)) (1 + T ) = 1 + T. (109)

Now, we claim that
τT ◦ ι1 = ι1 [[T ]] ◦ λT (110)

Proof of (110): Let a ∈ A. Then, λT (a) ∈ Λ (A). Hence, (98) (applied to K = A,
L = A⊗B, f = ι1 and P = λT (a)) yields

(Λ (ι1)) (λT (a)) = (ι1 [[T ]]) (λT (a)) = (ι1 [[T ]] ◦ λT ) (a) .

But the definition of ι1 yields ι1 (a) = a⊗ 1. Now,

(τT ◦ ι1) (a) = τT

ι1 (a)︸ ︷︷ ︸
=a⊗1

 = τT (a⊗ 1) = (Λ (ι1) ◦ λT ) (a)︸ ︷︷ ︸
=(Λ(ι1))(λT (a))
=(ι1[[T ]]◦λT )(a)

·̂ (Λ (ι2) ◦ µT ) (1)︸ ︷︷ ︸
=1+T

(by (109))

(by (96), applied to (a, 1) instead of (a, b))

= (ι1 [[T ]] ◦ λT ) (a) ·̂ (1 + T ) = (ι1 [[T ]] ◦ λT ) (a)

(since 1 + T is the unity of the ring Λ (A⊗B)) .

97Proof. Every x ∈ A⊗B satisfies

(νT ◦ φ)︸ ︷︷ ︸
=Λ(φ)◦τT

(since the diagram
(108) is commutative)

(x)

= (Λ (φ) ◦ τT ) (x) = (Λ (φ)) (τT (x)) = (φ [[T ]]) (τT (x))

(by (98), applied to K = A⊗B, L = C, f = φ and P = τT (x))

= (φ [[T ]] ◦ τT ) (x) .

Hence, νT ◦ φ = φ [[T ]] ◦ τT , qed.

189



Now, forget that we fixed a. We thus have shown that (τT ◦ ι1) (a) = (ι1 [[T ]] ◦ λT ) (a)
for every a ∈ A. In other words, τT ◦ ι1 = ι1 [[T ]] ◦ λT . This proves (110).

Now, Theorem 2.1 (c) (applied to
(
A, (λi)i∈N

)
, λT ,

(
A⊗B, (τ i)i∈N

)
, τT and ι1 in-

stead of
(
K, (λi)i∈N

)
, λT ,

(
L, (µi)i∈N

)
, µT and f) shows that ι1 is a λ-ring homomor-

phism if and only if τT ◦ ι1 = ι1 [[T ]] ◦ λT . Therefore, ι1 is a λ-ring homomorphism
(since we have τT ◦ ι1 = ι1 [[T ]] ◦ λT ). Similarly, ι2 is a λ-ring homomorphism. This
solves Exercise 6.11 (c).

(d) Assume that the λ-rings
(
A, (λi)i∈N

)
and

(
B, (µi)i∈N

)
are special. Notice that(

A, (λi)i∈N
)

is a special λ-ring if and only if the map λT :
(
A, (λi)i∈N

)
→
(

Λ (A) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism (by the definition of a “special λ-ring”). Thus, the map

λT :
(
A, (λi)i∈N

)
→
(

Λ (A) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism (since

(
A, (λi)i∈N

)
is

a special λ-ring). Similarly, the map µT :
(
B, (µi)i∈N

)
→
(

Λ (B) ,
(
λ̂i
)
i∈N

)
is a λ-ring

homomorphism.

The map ι1 : A→ A⊗B is a ring homomorphism; thus, the map Λ (ι1) :
(

Λ (A) ,
(
λ̂i
)
i∈N

)
→(

Λ (A⊗B) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism. Hence, Λ (ι1) ◦ λT :

(
A, (λi)i∈N

)
→(

Λ (A⊗B) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism (being the composition of the two λ-

ring homomorphisms λT and Λ (ι1)). Similarly, Λ (ι2)◦µT :
(
B, (µi)i∈N

)
→
(

Λ (A⊗B) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism. Also,

(
Λ (A⊗B) ,

(
λ̂i
)
i∈N

)
is a special λ-ring (by Theorem

6.2, applied toK = A⊗B). Therefore, Exercise 6.11 (b) (applied to
(

Λ (A⊗B) ,
(
λ̂i
)
i∈N

)
,

Λ (ι1)◦λT , Λ (ι2)◦µT and τT instead of
(
C, (νi)i∈N

)
, α, β and φ) shows that the unique

Z-module homomorphism φ : A ⊗ B → Λ (A⊗B) constructed in Exercise 6.10 (a)
(applied to C = Λ (A⊗B), α = Λ (ι1) ◦ λT and β = Λ (ι2) ◦ µT ) is a λ-ring ho-

momorphism
(
A⊗B, (τ i)i∈N

)
→
(

Λ (A⊗B) ,
(
λ̂i
)
i∈N

)
. Since this unique Z-module

homomorphism φ : A ⊗ B → Λ (A⊗B) is our map τT (because this is how we de-
fined τT ), we can rewrite this as follows: The map τT is a λ-ring homomorphism(
A⊗B, (τ i)i∈N

)
→
(

Λ (A⊗B) ,
(
λ̂i
)
i∈N

)
.

But the λ-ring
(
A⊗B, (τ i)i∈N

)
is special if and only if the map τT :

(
A⊗B, (τ i)i∈N

)
→(

Λ (A⊗B) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism (by the definition of a “special λ-

ring”). Thus, the λ-ring
(
A⊗B, (τ i)i∈N

)
is special (since the map τT :

(
A⊗B, (τ i)i∈N

)
→(

Λ (A⊗B) ,
(
λ̂i
)
i∈N

)
is a λ-ring homomorphism). This solves Exercise 6.11 (d).

11.7. To Section 7

Exercise 7.1: Hints to solution: See the more general Exercise 7.2.
Exercise 7.2: Hints to solution: Repeat the argument used in the proof of Theorem

7.3.
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11.8. To Section 8

Exercise 8.1: Solution: We need to prove that coeff1 : Λ (K)→ K is a ring homomor-
phism. In order to prove this, we must verify that

coeff1 (1) = 0; (111)

coeff1

(
u+̂v

)
= coeff1 u+ coeff1 v for every u ∈ Λ (K) and v ∈ Λ (K) ; (112)

coeff1 (1 + T ) = 1; (113)

coeff1 (û·v) = coeff1 u · coeff1 v for every u ∈ Λ (K) and v ∈ Λ (K) . (114)

The equations (111) and (113) are immediately obvious. In order to verify the equa-
tions (112) and (114), we notice that coeff1 : Λ (K) → K is a continuous mapping
(with respect to the (T )-topology on Λ (K) and any arbitrary topology on K) and
the operations +̂ and ·̂ are continuous as well (by Theorem 5.5 (d)), and the subset
1 + K [T ]+ of 1 + K [[T ]]+ = Λ (K) is dense (by Theorem 5.5 (a)), so it suffices to
verify the equations (112) and (114) for u ∈ 1 +K [T ]+ and v ∈ 1 +K [T ]+ only.98 So
let u ∈ 1 +K [T ]+ and v ∈ 1 +K [T ]+.

Then, there exist some
(
K̃u, [u1, u2, ..., um]

)
∈ K int such that u = Π

(
K̃u, [u1, u2, ..., um]

)
,

and some
(
K̃v, [v1, v2, ..., vn]

)
∈ K int such that v = Π

(
K̃v, [v1, v2, ..., vn]

)
. Obviously,

u = Π
(
K̃, [u1, u2, ..., um]

)
=

m∏
i=1

(1 + uiT ) = 1 +
m∑
i=1

ui · T + (higher powers of T )

yields coeff1 u =
m∑
i=1

ui. Similarly, coeff1 v =
n∑
j=1

vj.

By Theorem 5.3 (a), there exists a finite-free extension ring K̃u,v of K which contains

both K̃u and K̃v as subrings. Theorem 5.3 (c) yields

û·v = Π
(
K̃u,v, [uivj | (i, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
=

∏
(i,j)∈{1,2,...,m}×{1,2,...,n}

(1 + uivjT )

= 1 +
∑

(i,j)∈{1,2,...,m}×{1,2,...,n}

uivj · T + (higher powers of T ) ,

and thus

coeff1 (û·v) =
∑

(i,j)∈{1,2,...,m}×{1,2,...,n}

uivj =
m∑
i=1

n∑
j=1

uivj =
m∑
i=1

ui︸ ︷︷ ︸
=coeff1 u

n∑
j=1

vj︸ ︷︷ ︸
=coeff1 v

= coeff1 u·coeff1 v,

so that (114) is proven.

98At this point, we are slightly cheating: This argument works only if the topological space K is
Hausdorff. Thus we are not completely free in choosing the topology on K. However, there are
still enough Hausdorff topologies on K (for example, the discrete topology) to choose from - the
argument works if we take any of them.
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Besides,

u+̂v = uv = Π
(
K̃u, [u1, u2, ..., um]

)
· Π
(
K̃v, [v1, v2, ..., vn]

)
=

m∏
i=1

(1 + uiT ) ·
n∏
j=1

(1 + vjT ) = 1 +

(
m∑
i=1

ui +
n∑
j=1

vj

)
· T + (higher powers of T ) ,

and consequently

coeff1

(
u+̂v

)
=

m∑
i=1

ui︸ ︷︷ ︸
=coeff1 u

+
n∑
j=1

vj︸ ︷︷ ︸
=coeff1 v

= coeff1 u+ coeff1 v,

and (112) is proven. Thus, coeff1 : Λ (K)→ K is a ring homomorphism, and Exercise
6.9 is solved again. Thus, Exercise 8.1 is solved.

Exercise 8.2: Hints to solution: Let y = x−1. We proceed as in the proof of Theorem
8.3 (b), except that we don’t know that λT (y) = Π (K, [y]) and thus cannot conclude
anything from this. Instead, xy = xx−1 = 1 yields

λT (xy) = λT (1) = 1 + T

(
since λT : K → Λ (K) is a ring homomorphism,
and 1 + T is the multiplicative unity of Λ (K)

)
= 1 + xyT = Π (K, [xy]) = Π (K, [x]) ·̂Π (K, [y]) (by Theorem 5.3 (c))

= λT (x) ·̂ (1 + yT ) .

Together with λT (xy) = λT (x) ·̂λT (y), this yields λT (x) ·̂λT (y) = λT (x) ·̂ (1 + yT ), so
that λT (y) = 1 + yT (since λT (x) ∈ Λ (K) is invertible, because x ∈ K is invertible
and λT : K → Λ (K) is a ring homomorphism), and Theorem 8.3 (a) yields that y is
1-dimensional, qed.

Exercise 8.3: Hints to solution: We notice first that every x ∈ E is 1-dimensional (by
the assumption on E). Thus, for every x ∈ E, we have λT (x) = 1 + xT (by Theorem
8.3 (a)). Thus, for every x ∈ E, the element λT (x) of Λ (K) is 1-dimensional (since
Theorem 8.3 (c) shows that the element 1 + xT of Λ (K) is 1-dimensional). In other

words, for every x ∈ E, we have λ̂j (λT (x)) = 1 for every integer j > 1 (since 1 is the
zero of the ring Λ (K)). Hence, for every x ∈ E, we have

λ̂j (λT (x)) =


1 + T, if j = 0;
λT (x) , if j = 1;

1, if j > 1
for every j ∈ N. (115)

On the other hand, every x ∈ E is 1-dimensional. In other words, every x ∈ E
satisfies λj (x) = 0 for every integer j > 1. Hence, every x ∈ E satisfies

λj (x) =


1, if j = 0;
x, if j = 1;
0, if j > 1

for every j ∈ N. (116)

We want to show that the λ-ring
(
K, (λi)i∈N

)
is special. According to Exercise 6.4,

we only have to prove that (30) and (31) hold. This is equivalent to showing that

λT (xy) = λT (x) ·̂λT (y) for every x ∈ E and y ∈ E, and

λT
(
λj (x)

)
= λ̂j (λT (x)) for every j ∈ N and x ∈ E
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(because of the definitions of ·̂ and λ̂j and since two formal power series are equal if
and only if their respective coefficients are equal). But this is true, since

λT (xy) = 1 + xyT (since xy is 1-dimensional (by Theorem 8.3 (b)))

= Π (K, [xy]) = Π (K, [x]) ·̂Π (K, [y]) (by Theorem 5.3 (c))

= (1 + xT ) · (1 + yT ) = λT (x) ·̂λT (y) (since x and y are 1-dimensional)

for every x ∈ E and y ∈ E, and since

λT
(
λj (x)

)
= λT


1, if j = 0;
x, if j = 1;
0, if j > 1

 (by (116))

=


λT (1) , if j = 0;
λT (x) , if j = 1;
λT (0) , if j > 1

=


1 + T, if j = 0;
λT (x) , if j = 1;

1, if j > 1

(
since λT (1) = 1 + T

and λT (0) = 1

)
= λ̂j (λT (x)) (by (115))

for every j ∈ N and x ∈ E.

11.9. To Section 9

Exercise 9.1: Hints to solution: As before, we use the
∑̂

sign for summation inside
the ring Λ (K). We remember that the addition inside the ring Λ (K) was defined by
u+̂v = uv for any u ∈ Λ (K) and v ∈ Λ (K) (in other words, addition in Λ (K) is the

multiplication inherited from K [[T ]]), so that
∑̂

=
∏

. Now,

u = Π
(
K̃u, [u1, u2, ..., um]

)
=

m∏
i=1

(1 + uiT ) =
m̂∑
i=1

(1 + uiT ) .

But since 1 + uiT is a 1-dimensional element of Λ
(
K̃u

)
for every i ∈ {1, 2, ...,m} (by

Theorem 8.3 (c)), Theorem 9.4 (applied to 1 + uiT and Λ
(
K̃u

)
instead of ui and K)

yields

ψ̂j

 m̂∑
i=1

(1 + uiT )

 =
m̂∑
i=1

(1 + uiT )ĵ ,

where (1 + uiT )ĵ means the j-th power of 1 +uiT in the ring Λ
(
K̃u

)
(in other words,

(1 + uiT )ĵ = (1 + uiT ) ·̂ (1 + uiT ) ·̂...̂· (1 + uiT )︸ ︷︷ ︸
j times

, as opposed to

(1 + uiT )j = (1 + uiT ) · (1 + uiT ) · ... · (1 + uiT )︸ ︷︷ ︸
j times

which is the j-th power of 1 + uiT in

the ring K̃u [[T ]]).
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Hence,

ψ̂j (u) = ψ̂j

 m̂∑
i=1

(1 + uiT )

 =
m̂∑
i=1

(1 + uiT )ĵ =
m̂∑
i=1

(
Π
(
K̃u, [ui]

))ĵ
︸ ︷︷ ︸

=Π(K̃u,[uji ]) by

Corollary 5.4 (b)

=
m̂∑
i=1

Π
(
K̃u,

[
uji
])

= Π
(
K̃u,

[
uj1, u

j
2, ..., u

j
m

])
(by Corollary 5.4 (a)) .

Exercise 9.2: Hints to solution: (a) It is easy to see that the map sends the zero
1 of Λ (K) to the zero 0 of K and the multiplicative unity 1 + T of Λ (K) to the
multiplicative unity 1 of K. So it only remains to prove that any two power series
u ∈ Λ (K) and v ∈ Λ (K) satisfy

(−1)i Coeffi

(
−T d

dT
log
(
u+̂v

))
= (−1)i Coeffi

(
−T d

dT
log u

)
+(−1)i Coeffi

(
−T d

dT
log v

)
(117)

and

(−1)i Coeffi

(
−T d

dT
log (û·v)

)
= (−1)i Coeffi

(
−T d

dT
log u

)
·(−1)i Coeffi

(
−T d

dT
log v

)
.

(118)
This needs to be verified for u ∈ 1 + K [T ]+ and v ∈ 1 + K [T ]+ only (since the
operations +̂ and ·̂ and the mapping

Λ (K)→ K,

u 7→ (−1)i Coeffi

(
−T d

dT
log u

)
are continuous (where the topology on K can be chosen arbitrarily), and 1 + K [T ]+

is a dense subset of 1 + K [[T ]]+ = Λ (K)) 99. So let us assume that u ∈ 1 +

K [T ]+ and v ∈ 1 + K [T ]+. Then, there exists some
(
K̃u, [u1, u2, ..., um]

)
∈ K int

such that u = Π
(
K̃u, [u1, u2, ..., um]

)
and some

(
K̃v, [v1, v2, ..., vn]

)
∈ K int such that

v = Π
(
K̃v, [v1, v2, ..., vn]

)
. Then, Theorem 5.3 (c) yields that

û·v = Π
(
K̃u,v, [u`vj | (`, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
(here, we renamed the index i as ` in Theorem 5.3 (c), because we are already using
the label i for a fixed element of N \ {0}).

Now,

u = Π
(
K̃u, [u1, u2, ..., um]

)
=

m∏
k=1

(1 + ukT )

99At this point, we are slightly cheating: This argument works only if the topological space K is
Hausdorff. Thus we are not completely free in choosing the topology on K. However, there are
still enough Hausdorff topologies on K (for example, the discrete topology) to choose from, and
the argument works if we take any of them.
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entails

d

dT
u =

d

dT

m∏
k=1

(1 + ukT )

=
m∑
τ=1

∏
k∈{1,2,...,m}\{τ}

(1 + ukT )︸ ︷︷ ︸
=

m∏
k=1

(1 + ukT )

1 + uτT

· d
dT

(1 + uτT )︸ ︷︷ ︸
=uτ

(by the Leibniz rule)

=
m∑
τ=1


m∏
k=1

(1 + ukT )︸ ︷︷ ︸
=u

 · uτ
1 + uτT

= u
m∑
τ=1

uτ
1 + uτT

and thus

− T d

dT
log u

= −T

d

dT
u

u
= −T

u
m∑
τ=1

uτ
1 + uτT

u
= −T

m∑
τ=1

uτ
1 + uτT

=
m∑
τ=1

(−uτT ) (1 + uτT )−1

=
m∑
τ=1

(−uτT )
∑
ρ∈N

(−1)ρ (uτT )ρ =
m∑
τ=1

∑
ρ∈N

(−1)ρ+1 (uτT )ρ+1 =
m∑
τ=1

∑
i∈N\{0}

(−1)i (uτT )i

=
m∑
τ=1

∑
i∈N\{0}

(−1)i uiτT
i =

∑
i∈N\{0}

(−1)i
m∑
τ=1

uiτT
i,

so that Coeffi

(
−T d

dT
log u

)
= (−1)i

m∑
τ=1

uiτ (because i ∈ N \ {0}). In other words,

(−1)i Coeffi

(
−T d

dT
log u

)
=

m∑
τ=1

uiτ . Similarly, v = Π
(
K̃v, [v1, v2, ..., vn]

)
yields

(−1)i Coeffi

(
−T d

dT
log v

)
=

n∑
σ=1

viσ, and û·v = Π
(
K̃u,v, [u`vj | (`, j) ∈ {1, 2, ...,m} × {1, 2, ..., n}]

)
yields (−1)i Coeffi

(
−T d

dT
log (û·v)

)
=

m∑
τ=1

n∑
σ=1

(uτvσ)i. Thus,

(−1)i Coeffi

(
−T d

dT
log (û·v)

)
=

m∑
τ=1

n∑
σ=1

(uτvσ)i =
m∑
τ=1

n∑
σ=1

uiτv
i
σ

=
m∑
τ=1

uiτ︸ ︷︷ ︸
=(−1)i Coeffi

−T d

dT
log u



·
n∑
σ=1

viσ︸ ︷︷ ︸
=(−1)i Coeffi

−T d

dT
log v


= (−1)i Coeffi

(
−T d

dT
log u

)
· (−1)i Coeffi

(
−T d

dT
log v

)
,

195



and (118) is thus proven. Similarly we can show (117). This completes the proof.
(b) Using Exercise 9.2 (a), we can easily prove the following fact:
Assertion F : If

(
K, (λi)i∈N

)
is a special λ-ring, then, for any i ∈ N \ {0}, the i-th

Adams operation ψi : K → K is a ring homomorphism.
This assertion is a part of Theorem 9.3 (b).
In order to prove Assertion F using Exercise 9.2 (a), we proceed as follows:
Every x ∈ K satisfies∑

i∈N\{0}

ψi (x)T i = ψ̃T (x) = −T d

dT
log λ−T (x) (by Theorem 9.2 (b)) ,

what (upon the substitution of −T for T ) becomes∑
i∈N\{0}

ψi (x) (−T )i = − (−T )
d

d (−T )
log λ−(−T ) (x) = −T d

dT
log λT (x) ,

what rewrites as
∑

i∈N\{0}
(−1)i ψi (x)T i = −T d

dT
log λT (x). Hence, for every x ∈ K

and i ∈ N \ {0}, we have (−1)i ψi (x) = Coeffi

(
−T d

dT
log λT (x)

)
and therefore

ψi (x) = (−1)i Coeffi

(
−T d

dT
log λT (x)

)
.

Now fix i ∈ N \ {0}. We have shown that every x ∈ K satisfies

ψi (x) = (−1)i Coeffi

(
−T d

dT
log λT (x)

)
.

In other words, the map ψi is the composition of the map λT : K → Λ (K) (which is
a ring homomorphism, since the λ-ring

(
K, (λi)i∈N

)
is special) with the map

Λ (K)→ K,

u 7→ (−1)i Coeffi

(
−T d

dT
log u

)
(which is a ring homomorphism according to Exercise 9.2 (a)). Thus, ψi is a ring
homomorphism (since the composition of two ring homomorphisms is a ring homomor-
phism). This proves Assertion F .

Exercise 9.3: Hints to solution: (a) We have solved Exercise 9.3 (a) in the 2nd step
of the proof of Theorem 9.5 (with the only difference that the index of summation
that was called i in Exercise 9.3 (a) was denoted by j in the 2nd step of the proof of
Theorem 9.5).

(b) We will prove the equation n!λn (x) = detAn by induction over n.
The base case, n = 0, is trivial (for 0! = 1, λ0 (x) = 1, and the determinant of a 0×0

matrix is 1 by definition). If you do not believe in 0 × 0 matrices, the n = 1 case is
trivial as well (since λ1 (x) = x and ψ1 (x) = x by Theorem 9.3 (a)100) and can equally
serve as a base case. The interesting part is the induction step.

100Here we are using the fact that Theorem 9.3 (a) holds for every λ-ring
(
K,
(
λi
)
i∈N

)
(not only for

special ones). This is very easy to see (but not really necessary because, as I said, we can just as
well take n = 0 for the base case).
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For this step, we develop the determinant of the matrix An along the n-th row. We
obtain

detAn =
n∑
k=1

(−1)n−k ψn−k+1 (x) · det

(
An

[
∼ k

∼ n

])
, (119)

where An

[
∼ k

∼ n

]
is the matrix obtained from An by removing the n-th row and the

k-th column.

Now, the matrix An

[
∼ k

∼ n

]
turns out to be a block-triangular matrix101 (composed

of four blocks), with the left upper block (of size (k − 1) × (k − 1)) being equal to
Ak−1 and the right lower block (of size (n− k) × (n− k)) being a lower triangular

matrix with the numbers k, k+1, ..., n−1 on its diagonal. Hence, det

(
An

[
∼ k

∼ n

])
=

detAk−1 · (k (k + 1) ... (n− 1)) (since the determinant of any block-triangular matrix is
known to equal the product of the determinants of its diagonal blocks102). Since we are
proceeding by induction over n, we can take detAk−1 = (k − 1)!λk−1 (x) for granted
(since k − 1 < n), and thus obtain

det

(
An

[
∼ k

∼ n

])
= detAk−1 · (k (k + 1) ... (n− 1)) = (k − 1)!λk−1 (x) · (k (k + 1) ... (n− 1))

= (k − 1)! · (k (k + 1) ... (n− 1))︸ ︷︷ ︸
=(n−1)!

·λk−1 (x) = (n− 1)! · λk−1 (x) .

Thus, (119) becomes

detAn =
n∑
k=1

(−1)n−k ψn−k+1 (x) · (n− 1)! · λk−1 (x)

= (n− 1)! ·
n∑
k=1

(−1)n−k ψn−k+1 (x)λk−1 (x)

= (n− 1)! ·
n∑
i=1

(−1)i−1 ψi (x)λn−i (x)︸ ︷︷ ︸
=nλn(x) by (a)

(here we substituted i for n− k + 1 in the sum)

= (n− 1)! · n︸ ︷︷ ︸
=n!

λn (x) = n!λn (x) ,

completing the induction step, qed.
(c) The proof (by induction over n) is similar to that of part (b), but this time the

101Here, when I say “block-triangular matrix”, I always mean a block-triangular matrix whose diagonal
blocks are square matrices.

102See [Grin-detn, Exercise 6.30] for a proof of this statement (at least in the case of a block-triangular
matrix with four blocks, and with the upper-right block being the zero matrix; but this is precisely
the case which we are using).
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induction step leads us through

detBn =
n∑
k=1

(−1)n−k
{
λn−k+1 (x) , if k > 1;
nλn (x) , if k = 1

· ψk−1 (x)

=
n−1∑
i=0

(−1)n−i−1

{
λn−i (x) , if i > 0;
nλn (x) , if i = 0

· ψi (x)

(here we substituted i for k − 1 in the sum)

= (−1)n−1︸ ︷︷ ︸
=−(−1)n

nλn (x) ψ0 (x)︸ ︷︷ ︸
we defined this

to mean 1

+
n−1∑
i=1

(−1)n−i−1︸ ︷︷ ︸
=(−1)n(−1)i−1

λn−i (x)ψi (x)

= − (−1)n nλn (x) +
n−1∑
i=1

(−1)n (−1)i−1 λn−i (x)ψi (x)

= (−1)n
(
−nλn (x) +

n−1∑
i=1

(−1)i−1 λn−i (x)ψi (x)

)

= (−1)n
(
−

n∑
i=1

(−1)i−1 λn−i (x)ψi (x) +
n−1∑
i=1

(−1)i−1 λn−i (x)ψi (x)

)
︸ ︷︷ ︸

=−(−1)n−1λn−n(x)ψn(x)

(by part (a))

= (−1)n
(
− (−1)n−1 λn−n (x)ψn (x)

)
= λn−n (x)︸ ︷︷ ︸

=λ0(x)=1

ψn (x) = ψn (x) ,

what completes the proof.
Exercise 9.4: Hints to solution: There are several ways to prove this. Here is one:
We are going to prove that ψn = id for all n ∈ N \ {0}. We will do this by strong

induction over n. Since a strong induction does not need an induction base, let us start
with the induction step:

Let n ∈ N \ {0}. Assume (as the induction hypothesis) that we have already proven
ψi = id for all i ∈ N \ {0} satisfying i < n. We now must prove that ψn = id.

Let x ∈ K. Exercise 9.3 (a) yields

nλn (x) =
n∑
i=1

(−1)i−1 λn−i (x)ψi (x) .

Since λn (x) =

(
x

n

)
(since

(
K, (λi)i∈N

)
is a binomial λ-ring) and λn−i (x) =

(
x

n− i

)
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for every i ∈ {1, 2, ..., n} (for the very same reason), this rewrites as

n

(
x

n

)
=

n∑
i=1

(−1)i−1

(
x

n− i

)
ψi (x)

=
n−1∑
i=1

(−1)i−1

(
x

n− i

)
ψi︸︷︷︸
=id

(since i<n)

(x) + (−1)n−1

(
n

n− n

)
︸ ︷︷ ︸
=

(
n

0

)
=1

ψn (x)

=
n−1∑
i=1

(−1)i−1

(
x

n− i

)
id (x)︸ ︷︷ ︸

=x

+ (−1)n−1 ψn (x)

=
n−1∑
i=1

(−1)i−1

(
x

n− i

)
x+ (−1)n−1 ψn (x) .
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Since103

n−1∑
i=1

(−1)i−1

(
x

n− i

)

=
n−1∑
i=1

(−1)i−1

((
x− 1

n− i

)
+

(
x− 1

n− i− 1

))
 because

(
x

n− i

)
=

(
x− 1

n− i

)
+

(
x− 1

n− i− 1

)
by the recurrence equation of the binomial coefficients


=

n−1∑
i=1

(−1)i−1

(
x− 1

n− i

)
+

n−1∑
i=1

(−1)i−1

(
x− 1

n− i− 1

)

=
n−1∑
i=1

(−1)i−1

(
x− 1

n− i

)
+

n∑
i=2

(−1)(i−1)−1︸ ︷︷ ︸
=−(−1)i−1

(
x− 1

n− (i− 1)− 1

)
︸ ︷︷ ︸

=

(
x− 1

n− i

)
(here, we substituted i− 1 for i in the second sum)

=
n−1∑
i=1

(−1)i−1

(
x− 1

n− i

)
︸ ︷︷ ︸

=(−1)1−1

(
x− 1

n− 1

)
+
n−1∑
i=2

(−1)i−1

(
x− 1

n− i

)
+

n∑
i=2

(
− (−1)i−1

)(x− 1

n− i

)
︸ ︷︷ ︸

=
n−1∑
i=2

(−(−1)i−1)

(
x− 1

n− i

)
+(−(−1)n−1)

(
x− 1

n− n

)
= (−1)1−1︸ ︷︷ ︸

=1

(
x− 1

n− 1

)
+

n−1∑
i=2

(−1)i−1

(
x− 1

n− i

)
+

n−1∑
i=2

(
− (−1)i−1

)(x− 1

n− i

)
︸ ︷︷ ︸

=
n−1∑
i=2

(−1)i−1

(
x− 1

n− i

)
−
n−1∑
i=2

(−1)i−1

(
x− 1

n− i

)
=0

+
(
− (−1)n−1) (

x− 1

n− n

)
︸ ︷︷ ︸

=

(
x− 1

0

)
=1

= 1

(
x− 1

n− 1

)
+ 0 +

(
− (−1)n−1) 1 =

(
x− 1

n− 1

)
− (−1)n−1 ,

this becomes

n

(
x

n

)
=

((
x− 1

n− 1

)
− (−1)n−1

)
x+ (−1)n−1 ψn (x)

=

(
x− 1

n− 1

)
x− (−1)n−1 x+ (−1)n−1 ψn (x) .

103The following computation only makes sense in the case when n ≥ 2. However, in the remaining
case, the result of the computation can be checked independently.
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Since(
x− 1

n− 1

)
x =

(x− 1) · (x− 2) · ... · ((x− 1)− (n− 1) + 1)

(n− 1)!
x(

because

(
x− 1

n− 1

)
=

(x− 1) · (x− 2) · ... · ((x− 1)− (n− 1) + 1)

(n− 1)!

)
=

(x− 1) · (x− 2) · ... · (x− n+ 1)

(n− 1)!
x =

x · ((x− 1) · (x− 2) · ... · (x− n+ 1))

(n− 1)!

=
x · (x− 1) · ... · (x− n+ 1)

(n− 1)!
=
x · (x− 1) · ... · (x− n+ 1)

n!�n
(since (n− 1)! = n!�n)

= n
x · (x− 1) · ... · (x− n+ 1)

n!︸ ︷︷ ︸
=

(
x

n

) = n

(
x

n

)
,

this transforms into

n

(
x

n

)
= n

(
x

n

)
− (−1)n−1 x+ (−1)n−1 ψn (x) .

This simplifies to (−1)n−1 x = (−1)n−1 ψn (x). In other words, ψn (x) = x. Since this
holds for every x ∈ K, this shows that ψn = id. This completes the induction step.
Thus, ψn = id for every n ∈ N \ {0}, and Exercise 9.4 is solved.

Exercise 9.5: Solution: 1st step: Any two power series u ∈ 1 + K [[T ]]+ and v ∈
1 +K [[T ]]+ satisfy

− T d

dT
log (uv) =

(
−T d

dT
log u

)
+

(
−T d

dT
log v

)
. (120)

First proof of (120). Let u ∈ 1 + K [[T ]]+ and v ∈ 1 + K [[T ]]+. Let us work with
the notations of Exercise 9.2. For every i ∈ N \ {0}, we have

Coeffi

(
−T d

dT
log (uv)

)
= Coeffi

(
−T d

dT
log
(
u+̂v

)) (
since uv = u+̂v

)
= Coeffi

(
−T d

dT
log u

)
+ Coeffi

(
−T d

dT
log v

)
(

by (117), divided by (−1)i
)

= Coeffi

((
−T d

dT
log u

)
+

(
−T d

dT
log v

))
.

In other words, the coefficients of the power series −T d

dT
log (uv) before T 1, T 2,

T 3, ... are equal to the respective coefficients of the power series

(
−T d

dT
log u

)
+(

−T d

dT
log v

)
. Since the same holds for the coefficients before T 0 (in fact, both power

201



series −T d

dT
log (uv) and

(
−T d

dT
log u

)
+

(
−T d

dT
log v

)
are divisible by T and thus

have the coefficient 0 before T 0), this yields that the power series −T d

dT
log (uv) and(

−T d

dT
log u

)
+

(
−T d

dT
log v

)
are identic. Thus, (120) is proven.

Second proof of (120). Let u ∈ 1 +K [[T ]]+ and v ∈ 1 +K [[T ]]+. We have

−T d

dT
log (uv)︸ ︷︷ ︸

=

d

dT
(uv)

uv

= −T

d

dT
(uv)

uv
= −T

(
d

dT
u

)
v + u

(
d

dT
v

)
uv︸ ︷︷ ︸

=

d

dT
u

u
+

d

dT
v

v(
since

d

dT
(uv) =

(
d

dT
u

)
v + u

(
d

dT
v

)
by the Leibniz identity

)

= −T


d

dT
u

u︸ ︷︷ ︸
=
d

dT
log u

+

d

dT
v

v︸ ︷︷ ︸
=
d

dT
log v


= −T

(
d

dT
log u+

d

dT
log v

)

=

(
−T d

dT
log u

)
+

(
−T d

dT
log v

)
.

This proves (120).

2nd step: For every x ∈ K and y ∈ K, we have ψ̃T (x+ y) = ψ̃T (x) + ψ̃T (y), where

the map ψ̃T is defined as in Theorem 9.5.
Proof. Let x ∈ K and y ∈ K. By Theorem 9.5 (b), we have ψ̃T (x) = −T ·
d

dT
log λ−T (x). By Theorem 9.5 (b) (applied to y instead of x), we have ψ̃T (y) =

−T · d
dT

log λ−T (y). By Theorem 9.5 (b) (applied to x + y instead of x), we have

ψ̃T (x+ y) = −T · d
dT

log λ−T (x+ y).

By Theorem 2.1 (b), we have λT (x) · λT (y) = λT (x+ y). Now,

λ−T (x)︸ ︷︷ ︸
=ev−T (λT (x))

· λ−T (y)︸ ︷︷ ︸
=ev−T (λT (y))

= ev−T (λT (x)) · ev−T (λT (y))

= ev−T

λT (x) · λT (y)︸ ︷︷ ︸
=λT (x+y)

 (since ev−T is a ring homomorphism)

= ev−T (λT (x+ y)) = λ−T (x+ y) (since λ−T (x+ y) is defined as ev−T (λT (x+ y))) .
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Now,

ψ̃T (x+ y) = −T · d
dT

log λ−T (x+ y)︸ ︷︷ ︸
=λ−T (x)·λ−T (y)

= −T d

dT
log (λ−T (x) · λ−T (y))

=

(
−T d

dT
log λ−T (x)

)
︸ ︷︷ ︸

=ψ̃T (x)

+

(
−T d

dT
log λ−T (y)

)
︸ ︷︷ ︸

=ψ̃T (y)

(by (120), applied to u = λ−T (x) and v = λ−T (y))

= ψ̃T (x) + ψ̃T (y) .

This proves the 2nd step.
3rd step: For every x ∈ K and y ∈ K, we have ψj (x+ y) = ψj (x) +ψj (y) for every

j ∈ N \ {0}.
Proof. Let x ∈ K and y ∈ K. By the definition of ψ̃T , we have ψ̃T (x) =∑

j∈N\{0}
ψj (x)T j, ψ̃T (y) =

∑
j∈N\{0}

ψj (y)T j and ψ̃T (x+ y) =
∑

j∈N\{0}
ψj (x+ y)T j. Now,

∑
j∈N\{0}

ψj (x+ y)T j = ψ̃T (x+ y) = ψ̃T (x)︸ ︷︷ ︸
=

∑
j∈N\{0}

ψj(x)T j

+ ψ̃T (y)︸ ︷︷ ︸
=

∑
j∈N\{0}

ψj(y)T j

(by the 2nd step)

=
∑

j∈N\{0}

ψj (x)T j +
∑

j∈N\{0}

ψj (y)T j =
∑

j∈N\{0}

(
ψj (x) + ψj (y)

)
T j.

Comparing coefficients before T j in this identity of power series, we conclude that
ψj (x+ y) = ψj (x) + ψj (y) for every j ∈ N \ {0}. This proves the 3rd step.

4th step: For every j ∈ N \ {0}, we have ψj (0) = 0.
Proof. Let j ∈ N \ {0}. The 3rd step yields that ψj (x+ y) = ψj (x) + ψj (y) for

every x ∈ K and y ∈ K. Applying this to x = 0 and y = 0, we obtain ψj (0 + 0) =
ψj (0) + ψj (0). In other words, ψj (0) = ψj (0) + ψj (0). This simplifies to ψj (0) = 0.
Thus, the 4th step is proven.

5th step: The map ψj : K → K is a homomorphism of additive groups for every
j ∈ N \ {0}.

Proof. This follows from the 3rd and 4th steps. This completes the 5th step and
thus solves the problem.

Exercise 9.6: Hints to solution: (a) Corollary 9.7 yields

nαn =
n∑
j=1

(−1)j−1 αn−jNj (α1, α2, ..., αj) .

Since we identify the polynomial Nj (α1, α2, ..., αj) with the polynomial Nj (because we
view the polynomial ring Z [α1, α2, ..., αj] as a subring of Z [α1, α2, ..., αn]), this becomes

nαn =
n∑
j=1

(−1)j−1 αn−j Nj (α1, α2, ..., αj)︸ ︷︷ ︸
=Nj

=
n∑
j=1

(−1)j−1 αn−jNj =
n∑
i=1

(−1)i−1 αn−iNi

(here, we renamed the index j as i). This solves Exercise 9.6 (a).
(b), (c) To obtain a solution to Exercises 9.6 (b) and (c), we only have to make

the following changes to the solution to Exercises 9.3 (b) and (c):
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• Replace every occurence of λ` (x) (where ` is any nonnegative integer) by α`.

• Replace every occurence of ψ` (x) (where ` is any nonnegative integer) by N`.

• Replace the equalities λ1 (x) = x and ψ1 (x) = x by α1 = α1 and N1 = α1 (this
is very easy to prove).

• Replace every reference to Exercise 9.3 (a) by a reference to Exercise 9.6 (a).

This solves Exercises 9.6 (b) and (c).
(d) Let

(
K, (λi)i∈N

)
be a λ-ring. Let x ∈ K. Let n ∈ N. By the universal property

of a polynomial ring, there exists a Z-algebra homomorphism % : Z [α1, α2, ..., αn]→ K
which maps αi to λi (x) for every i ∈ {1, 2, ..., n}. Consider this homomorphism %. By
its construction, this homomorphism % maps every polynomial P ∈ Z [α1, α2, ..., αn] to
its value P (λ1 (x) , λ2 (x) , ..., λn (x)).

Every i ∈ {0, 1, ..., n} satisfies

% (αi) = λi (x) and % (Ni) = ψi (x) . (121)

104

Now, let us derive Exercise 9.3 (a) from Exercise 9.6 (a): According to Exercise 9.6
(a), the equality

nαn =
n∑
i=1

(−1)i−1 αn−iNi

holds. Applying % to both sides of the equation, we get % (nαn) = %

(
n∑
i=1

(−1)i−1 αn−iNi

)
.

Since

% (nαn) = n % (αn)︸ ︷︷ ︸
=λn(x)

(by (121))

(since % is a Z-algebra homomorphism)

= nλn (x)

104Proof of (121). We distinguish between two cases:
Case 1: We have i = 0.
Case 2: We have i > 0.
First consider Case 1: In this case, αi = α0 = 1, λi (x) = λ0 (x) = 1, ψi (x) = ψ0 (x) = 1 and

Ni = N0 = 1. Also, % (1) = 1 (since % is a Z-algebra homomorphism). Thus, %

 αi︸︷︷︸
=1

 = % (1) =

1 = λi (x) and %

 Ni︸︷︷︸
=1

 = % (1) = 1 = ψi (x).

We have thus proven (121) in Case 1.
Now let us consider Case 2: In this case, i > 0 and i ∈ {0, 1, ..., n}, so that i ∈ {1, 2, ..., n}. Hence,

by the definition of %, we know that % maps αi to λi (x). In other words, % (αi) = λi (x). Besides, we
know that % maps every polynomial P ∈ Z [α1, α2, ..., αn] to its value P

(
λ1 (x) , λ2 (x) , ..., λn (x)

)
.

Hence, % maps Ni to Ni
(
λ1 (x) , λ2 (x) , ..., λn (x)

)
= ψi (x). In other words, % (Ni) = ψi (x).

We have thus proven (121) in Case 2.
So we have proven (121) in both possible cases, qed.
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and

%

(
n∑
i=1

(−1)i−1 αn−iNi

)
=

n∑
i=1

(−1)i−1 % (αn−i)︸ ︷︷ ︸
=λn−i(x)
(by (121))

% (Ni)︸ ︷︷ ︸
=ψi(x)

(by (121))

(since % is a Z-algebra homomorphism)

=
n∑
i=1

(−1)i−1 λn−i (x)ψi (x) ,

this becomes

nλn (x) =
n∑
i=1

(−1)i−1 λn−i (x)ψi (x) .

Thus we have proved Exercise 9.3 (a) by means of Exercise 9.6 (a). Similarly, we can
derive Exercise 9.3 (b) and (c) from Exercise 9.6 (b) and (c) (again, by applying %).

Exercise 9.7: Detailed solution: First, we will prove that αp1−Np ∈ pZ [α1, α2, ..., αp]
(where Np is the p-th Hirzebruch polynomial as defined in the beginning of Section 9).
Due to our implicit construction ofNp, this is not easy to prove directly. Instead, we will
prove this by defining a “universal” polynomial similar to our Hirzebruch polynomials,

and then prove that this polynomial actually is
αp1 −Np

p
.

1st step: Letm ∈ N. The polynomial
1

p
((U1 + U2 + ...+ Um)p − (Up

1 + Up
2 + ...+ Up

m)) ∈

Q [U1, U2, ..., Um] actually lies in Z [U1, U2, ..., Um].
Proof. We need the following fact as a lemma:(

If m ∈ N, if A is a commutative ring with unity such that p · 1A = 0, and
if x1, x2, ..., xm are m elements of A, then (x1 + x2 + ...+ xm)p = xp1 + xp2 + ...+ xpm

)
.

(122)
105

Now, let A be the ring (Z [U1, U2, ..., Um])� (pZ [U1, U2, ..., Um]). For every u ∈
Z [U1, U2, ..., Um], let u denote the residue class of u modulo the ideal pZ [U1, U2, ..., Um];
this u lies in (Z [U1, U2, ..., Um])� (pZ [U1, U2, ..., Um]) = A. Since p · 1Z[U1,U2,...,Um] ∈
pZ [U1, U2, ..., Um], we have p · 1Z[U1,U2,...,Um] = 0. Since p · 1Z[U1,U2,...,Um] = p · 1A, this

rewrites as p · 1A = 0. Thus, (122) (applied to xi = Ui) yields
(
U1 + U2 + ...+ Um

)p
=

U1
p

+ U2
p

+ ... + Um
p
. Since

(
U1 + U2 + ...+ Um

)p
= (U1 + U2 + ...+ Um)p and U1

p
+

105Proof of (122): Let m ∈ N. Let A be a commutative ring with unity such that p · 1A = 0. Let x1,
x2, ..., xm be m elements of A.

Let Φ : A → A be the map defined by (Φ (y) = yp for every y ∈ A). Then, Φ is known to be a
ring homomorphism (since p · 1A = 0). Thus,

Φ (x1 + x2 + ...+ xm) = Φ (x1)+Φ (x2)+...+Φ (xm) =

m∑
i=1

Φ (xi)︸ ︷︷ ︸
=xpi

(by the definition of Φ)

=

m∑
i=1

xpi = xp1+xp2+...+xpm.

Compared with Φ (x1 + x2 + ...+ xm) = (x1 + x2 + ...+ xm)
p

(by the definition of Φ), this yields
(x1 + x2 + ...+ xm)

p
= xp1 + xp2 + ...+ xpm. This proves (122).
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U2
p
+...+Um

p
= Up

1 + Up
2 + ...+ Up

m, this rewrites as (U1 + U2 + ...+ Um)p = Up
1 + Up

2 + ...+ Up
m.

In other words,

(U1 + U2 + ...+ Um)p ≡ Up
1 + Up

2 + ...+ Up
m mod pZ [U1, U2, ..., Um] .

In other words, (U1 + U2 + ...+ Um)p−(Up
1 + Up

2 + ...+ Up
m) ∈ pZ [U1, U2, ..., Um]. Thus,

1

p
((U1 + U2 + ...+ Um)p − (Up

1 + Up
2 + ...+ Up

m)) ∈ Z [U1, U2, ..., Um]. This proves the

1st step.
2nd step: Until now, m could be any nonnegative integer. From now on, set m = p.

The polynomial
1

p
((U1 + U2 + ...+ Um)p − (Up

1 + Up
2 + ...+ Up

m)) lies in Z [U1, U2, ..., Um]

(due to the 1st step) and is symmetric (since it is a Q-linear combination of the polyno-
mials (U1 + U2 + ...+ Um)p and Up

1 +Up
2 +...+Up

m, both of which are symmetric). Thus,

Theorem 4.1 (a) (applied toK = Z and P =
1

p
((U1 + U2 + ...+ Um)p − (Up

1 + Up
2 + ...+ Up

m)))

yields that there exists one and only one polynomial Q ∈ Z [α1, α2, ..., αm] such that

1

p
((U1 + U2 + ...+ Um)p − (Up

1 + Up
2 + ...+ Up

m)) = Q (X1, X2, ..., Xm) . (123)

Consider this Q. Note that Q ∈ Z [α1, α2, ..., αm] = Z [α1, α2, ..., αp] (since m = p).
For every i ∈ N, let Xi be defined as in Theorem 4.1. For every j ∈ N \ {0}, define

Nj as in the beginning of Section 9. Applying (40) to j = p, we obtain

m∑
i=1

Up
i = Np (X1, X2, ..., Xp)︸ ︷︷ ︸

=(X1,X2,...,Xm)
(since p=m)

= Np (X1, X2, ..., Xm) .

On the other hand, X1 = U1+U2+...+Um (because X1 is the 1-st elementary symmetric
polynomial in the variables U1, U2, ..., Um), so that Xp

1 = (U1 + U2 + ...+ Um)p. Now,

(αp1 −Np) (X1, X2, ..., Xm) = Xp
1︸︷︷︸

=(U1+U2+...+Um)p

−Np (X1, X2, ..., Xm)︸ ︷︷ ︸
=
m∑
i=1

Upi =Up1 +Up2 +...+Upm

= (U1 + U2 + ...+ Um)p − (Up
1 + Up

2 + ...+ Up
m)

= p · 1

p
((U1 + U2 + ...+ Um)p − (Up

1 + Up
2 + ...+ Up

m))︸ ︷︷ ︸
=Q(X1,X2,...,Xm)

(by (123))

= pQ (X1, X2, ..., Xm) = (pQ) (X1, X2, ..., Xm) .

Since the elements X1, X2, ..., Xm of Z [U1, U2, ..., Um] are algebraically indepen-
dent (by Theorem 4.1 (a)), this yields αp1 − Np = pQ. This shows that αp1 − Np ∈
pZ [α1, α2, ..., αp].

3rd step: Let x ∈ K. Applying (42) to j = p, we obtain

ψp (x) = Np

(
λ1 (x) , λ2 (x) , ..., λp (x)

)
.
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Now, we recall that αp1 −Np = pQ, so that

(αp1 −Np)
(
λ1 (x) , λ2 (x) , ..., λp (x)

)
= (pQ)

(
λ1 (x) , λ2 (x) , ..., λp (x)

)
= pQ

(
λ1 (x) , λ2 (x) , ..., λp (x)

)︸ ︷︷ ︸
∈K

∈ pK.

Since

(αp1 −Np)
(
λ1 (x) , λ2 (x) , ..., λp (x)

)
= αp1

(
λ1 (x) , λ2 (x) , ..., λp (x)

)︸ ︷︷ ︸
=(λ1(x))p

−Np

(
λ1 (x) , λ2 (x) , ..., λp (x)

)︸ ︷︷ ︸
=ψp(x)

=

 λ1 (x)︸ ︷︷ ︸
=x

(by the definition
of a λ-ring)


p

− ψp (x) = xp − ψp (x) ,

this rewrites as xp−ψp (x) ∈ pK. In other words, ψp (x) ≡ xp mod pK. Exercise 9.7 is
solved.

11.10. To Section 10

Exercise 10.2: Solution:

Proof of Proposition 10.29. Let x ∈ K. Then, λT (x) =
∑
i∈N

λi (x)T i, so that

ι [[T ]] (λT (x)) = ι [[T ]]

(∑
i∈N

λi (x)T i

)
=
∑
i∈N

ι
(
λi (x)

)︸ ︷︷ ︸
=λi(x)⊗1

(by the definition of ι)

T i =
∑
i∈N

(
λi (x)⊗ 1

)
T i.

Hence, every k ∈ N satisfies Coeffk (ι [[T ]] (λT (x))) = Coeffk

(∑
i∈N

(λi (x)⊗ 1)T i
)

=

λk (x)⊗ 1 (by the definition of Coeffk). Thus,

(Coeff1 (ι [[T ]] (λT (x))) ,Coeff2 (ι [[T ]] (λT (x))) , ...,Coeffj (ι [[T ]] (λT (x))))

=
(
λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λj (x)⊗ 1

)
(124)

for every j ∈ N. Now, (58) (applied to p = ι [[T ]] (λT (x))) yields

Toddϕ (ι [[T ]] (λT (x)))

=
∑
j∈N

Tdϕ,j (Coeff1 (ι [[T ]] (λT (x))) ,Coeff2 (ι [[T ]] (λT (x))) , ...,Coeffj (ι [[T ]] (λT (x))))T j

=
∑
j∈N

Tdϕ,j
(
λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λj (x)⊗ 1

)
T j (by (124))

= tdϕ,T,Z′ (x) .

This proves Proposition 10.29.
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Proof of Proposition 10.30. Let ι : K → K⊗ZZ′ be the canonical map (mapping every
ξ ∈ K to ξ ⊗ 1 ∈ K ⊗Z Z′). Proposition 10.29 (applied to ϕ = 1 + ut) yields

td1+ut,T,Z′ (x) = Todd1+ut (ι [[T ]] (λT (x))) = evuT︸︷︷︸
=ev(1⊗u)T

(since uT=(1⊗u)T
in (K⊗ZZ

′)[[T ]])

(ι [[T ]] (λT (x)))

(
by Proposition 10.12, applied to Z′, K ⊗Z Z′ and ι [[T ]] (λT (x))

instead of Z, K and p

)
= ev(1⊗u)T (ι [[T ]] (λT (x))) =

(
ev(1⊗u)T ◦ι [[T ]]

)
(λT (x)) .

But the diagram

K [[T ]]
ι[[T ]]

//

ev(1⊗u)T
))

(K ⊗Z Z′) [[T ]]

ev(1⊗u)T

��

(K ⊗Z Z′) [[T ]]

commutes (since the definition of the map evµT : K [[T ]] → L [[T ]] for any ring K,
any K-algebra L and any element µ of L was canonical with respect to K). Thus,
ev(1⊗u)T ◦ι [[T ]] = ev(1⊗u)T . Now,

td1+ut,T,Z′ (x) =
(
ev(1⊗u)T ◦ι [[T ]]

)︸ ︷︷ ︸
=ev(1⊗u)T

(λT (x)) = ev(1⊗u)T (λT (x)) .

This proves Proposition 10.30.

Alternatively, we could have proven Proposition 10.30 by repeating the proof of
Proposition 10.3 with some minor changes.

We could derive Proposition 10.31 from Proposition 10.13 (just as we derived Propo-
sition 10.30 from Proposition 10.12) using Proposition 10.29, but let us instead prove
it directly:

Proof of Proposition 10.31. Let x ∈ K.
(a) We have

Coeff0 (tdϕ,T,Z′ (x))

= Coeff0

(∑
j∈N

Tdϕ,j
(
λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λj (x)⊗ 1

)
T j

)
(by (64))

= Tdϕ,0
(
λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λ0 (x)⊗ 1

)
(by the definition of Coeff0)

= Tdϕ,0 = 1 (by Proposition 10.6 (a), applied to Z′ instead of Z) .
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(b) We have

Coeff1 (tdϕ,T,Z′ (x))

= Coeff1

(∑
j∈N

Tdϕ,j
(
λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λj (x)⊗ 1

)
T j

)
(by (64))

= Tdϕ,1
(
λ1 (x)⊗ 1, λ2 (x)⊗ 1, ..., λ1 (x)⊗ 1

)
(by the definition of Coeff1)

= Tdϕ,1

λ1 (x)︸ ︷︷ ︸
=x

⊗1

 = Tdϕ,1 (x⊗ 1) = ϕ1 (x⊗ 1)

(since Proposition 10.6 (b) (applied to Z′ instead of Z) yields Tdϕ,1 = ϕ1α1) .

Proposition 10.31 is now proven.

Proof of Proposition 10.32. To obtain a proof of Proposition 10.32, read the proof of
Proposition 10.7, doing the following replacements:

• Replace every λk (x) by λk (x)⊗ 1 for k any nonnegative integer (that is, replace
λ1 (x) by λ1 (x)⊗ 1, replace λ2 (x) by λ2 (x)⊗ 1, etc.).

• Replace every tdϕ,T by tdϕ,T,Z′ .

• Replace every tdψ,T by tdψ,T,Z′ .

• Replace every tdϕψ,T by tdϕψ,T,Z′ .

• Replace all references to Proposition 10.7 by references to Proposition 10.32.

• Replace all references to (53) by references to (64).

Proof of Proposition 10.33. This can be proven by induction over m. The induction
base (the case m = 0) requires showing that td1,T,Z′ (x) = 1, but this follows from
Proposition 10.30106. The induction step is a straightforward application of Proposition
10.32. Thus Proposition 10.33 is proven.

Proof of Theorem 10.34. Theorem 2.1 (a) yields λT (x) · λT (y) = λT (x+ y) (since(
K, (λi)i∈N

)
is a λ-ring).

Let ι : K → K⊗ZZ′ be the canonical map (mapping every ξ ∈ K to ξ⊗1 ∈ K⊗ZZ′).
Then, Proposition 10.29 yields tdϕ,T,Z′ (x) = Toddϕ (ι [[T ]] (λT (x))). Proposition 10.29

106In fact, Proposition 10.30 (applied to u = 0) yields td1+0t,T,Z′ (x) = λ(1⊗0)T (x). Now λ(1⊗0)T (x) =
ev(1⊗0)T (λT (x)). Since ev(1⊗0)T = ev0T is the map K [[T ]] → (K ⊗Z Z′) [[T ]] which sends every
power series to its constant term tensored with 1 (viewed as a constant power series over K⊗ZZ′),
we have ev(1⊗0)T (λT (x)) = (constant term of the power series λT (x))︸ ︷︷ ︸

=1

⊗1 = 1 ⊗ 1 = 1. Thus,

td1,T,Z′ (x) = td1+0t,T,Z′ (x) = λ(1⊗0)T (x) = ev(1⊗0)T (λT (x)) = 1.
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(applied to y instead of x) yields tdϕ,T,Z′ (y) = Toddϕ (ι [[T ]] (λT (y))). Hence,

tdϕ,T,Z′ (x)︸ ︷︷ ︸
=Toddϕ(ι[[T ]](λT (x)))

· tdϕ,T,Z′ (y)︸ ︷︷ ︸
=Toddϕ(ι[[T ]](λT (y)))

= Toddϕ (ι [[T ]] (λT (x))) · Toddϕ (ι [[T ]] (λT (y))) = Toddϕ

ι [[T ]] (λT (x)) · ι [[T ]] (λT (y))︸ ︷︷ ︸
=ι[[T ]](λT (x)·λT (y))

(since ι[[T ]] is a ring homomorphism)


(by Theorem 10.16, applied to p = ι [[T ]] (λT (x)) and q = ι [[T ]] (λT (y)))

= Toddϕ (ι [[T ]] (λT (x) · λT (y))) .

Proposition 10.29 (applied to x+ y instead of x) yields

tdϕ,T,Z′ (x+ y) = Toddϕ

ι [[T ]]

λT (x+ y)︸ ︷︷ ︸
=λT (x)·λT (y)


 = Toddϕ (ι [[T ]] (λT (x) · λT (y))) .

Thus,

tdϕ,T,Z′ (x) · tdϕ,T,Z′ (y) = Toddϕ (ι [[T ]] (λT (x) · λT (y))) = tdϕ,T,Z′ (x+ y) .

Theorem 10.34 is thus proven.

Proof of Corollary 10.35. Every x ∈ K satisfies tdϕ,T,Z′ (x) ∈ Λ (K ⊗Z Z′) (since Propo-
sition 10.31 (a) says that Coeff0 (tdϕ,T,Z′ (x)) = 1, so that the power series tdϕ,T,Z′ (x)
has the constant term 1, and thus tdϕ,T,Z′ (x) ∈ 1 + (K ⊗Z Z′) [[T ]]+ = Λ (K ⊗Z Z′)).
In other words, tdϕ,T,Z′ (K) ⊆ Λ (K ⊗Z Z′).

Now we are going to prove that tdϕ,T,Z′ : K → Λ (K ⊗Z Z′) is a homomorphism of
additive groups.

Theorem 10.34 (applied to x = 0 and y = 0) yields tdϕ,T,Z′ (0) · tdϕ,T,Z′ (0) =
tdϕ,T,Z′ (0 + 0) = tdϕ,T,Z′ (0). Since tdϕ,T,Z′ (0) is an invertible element of (K ⊗Z Z′) [[T ]]
(because tdϕ,T,Z′ (0) is a power series with constant term 1 107, and every such power
series is an invertible element of (K ⊗Z Z′) [[T ]]), we can cancel tdϕ,T,Z′ (0) from this
equation, and obtain tdϕ,T,Z′ (0) = 1. Since 0 is the neutral element of the addi-
tive group K, while 1 is the neutral element of the additive group Λ (K ⊗Z Z′), this
yields that the map tdϕ,T,Z′ respects the neutral elements of the additive groups K and
Λ (K ⊗Z Z′).

Any x ∈ K and y ∈ K satisfy

tdϕ,T,Z′ (x+ y) = tdϕ,T,Z′ (x) · tdϕ,T,Z′ (y) (by Theorem 10.34)

= tdϕ,T,Z′ (x) +̂ tdϕ,T,Z′ (y)

(since multiplication of power series in 1 + (K ⊗Z Z′) [[T ]]+ is addition in the ring
Λ (K ⊗Z Z′)). Combined with the fact that the map tdϕ,T,Z′ respects the neutral ele-
ments of the additive groups K and Λ (K ⊗Z Z′), this yields: The map tdϕ,T,Z′ : K →
Λ (K ⊗Z Z′) is a homomorphism of additive groups. Corollary 10.35 is proven.

107since tdϕ,T,Z′ (0) ∈ tdϕ,T,Z′ (K) ⊆ Λ (K ⊗Z Z′) = 1 + (K ⊗Z Z′) [[T ]]
+
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Proof of Proposition 10.36. Let ι : K → K⊗ZZ′ be the canonical map (mapping every
ξ ∈ K to ξ ⊗ 1 ∈ K ⊗Z Z′). Then, ι [[T ]] (1 + uT ) = 1 + (u⊗ 1)T .

Proposition 10.29 (applied to x = u) yields tdϕ,T,Z′ (u) = Toddϕ (ι [[T ]] (λT (u))).
But Theorem 8.3 (a) (applied to x = u) yields that λT (u) = 1 +uT (since the element
u is 1-dimensional). Thus,

tdϕ,T,Z′ (u) = Toddϕ

ι [[T ]]

λT (u)︸ ︷︷ ︸
=1+uT

 = Toddϕ

ι [[T ]] (1 + uT )︸ ︷︷ ︸
=1+(u⊗1)T

 = Toddϕ (1 + (u⊗ 1)T )

= ϕ ((u⊗ 1)T )

(
by Proposition 10.26, applied to

Z′, K ⊗Z Z′ and u⊗ 1 instead of Z, K and u

)
.

This proves Proposition 10.36.

Proof of Theorem 10.37. Theorem 10.37 can be proven with the help of Proposition
10.36 in the same way as we proved Theorem 10.27 with the help of Proposition 10.24.
We leave the details to the reader.
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